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This paper compares two unifying analyses of restrictivee @nditionalif -clauses.
The first, going back to Lewis and Kratzer, denies tiiahas any meaning, and
attributes seemingly conditional uses to covert operatditse second analysis is
due to Belnap and assigns a partial semantics to condisioai this account, the
difference between restrictive and conditioifiatlauses reduces to a mundane scope
ambiguity. | will present three reasons to prefer Belnapaly?sidi

1. Restrictive and conditional if -clauses

Pre-theoretically, there appear to be two kindsfe€lauses. The first kind df -
clause functions as a mere domain restrictor. Take (L) byruoie[ 1998:

(1) Few people like New York if they didn’t grow up there.
~ Few people that didn’t grow up in New York like it there.

Itis natural to interpret the quantifier as ranging ovenirdlials which satisfy thi -
clause. Apart from this, thié-clause doesn’t seem to make any contribution. Other
conditionals, however, do seem to contribute a genuineitondl meaning. An
example, taken from von Fintel and Tatridou 2004 is:

(2) Many of the students will succeed if they work hard.
% Many of the students who work hard succeed.

Sentence (2) isn’t equivalent to its relative clause vdria®. quantification doesn’t
range over students who work hard. Rather, the sentencesgeeascribe many of
the students a conditional propertyx.(x will succeed if x works hard).

The present paper asks how these two kind§-afauses can best be unified. In
the next section, we will look at the theory which is currgmtiost popular.

1A third Stalnakerian analysis proposed[by von Fintel anadaii 2002, will, for reasons of space, be
left out of the discussion. See Huifink 2007 for gq@iticaalission.

2The same holds for ordinary indicatives like ‘If Oswald didshoot Kennedy, someone else did’, but
we focus on more difficult conditionals that, superficiathigcur in the scope of determiner quantifiers.
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2. Thedeterminer-restrictor theory

Lewis 1975 observed that sonifeclauses function as domain restriction devices.
Since then, many linguists have come to believe that thisuis of if -clausesin
genera) including conditional ones as in (2) that appear to stantheir own. For
examplel Kratzer 1991, 656 writes:

The history of the conditional is the story of a syntactictalie. There

is no two-placeif ...thenconnective in the logical forms of natural
languageslf -clauses are devices for restricting the domains of various
operators. Whenever there is no explicit operator, we hapesit one.

Thatis,if has no meaning, but marks an additional restriction on tinesdio of some
higher quantifier. Accordingly, (3) receives the followilagjical form, in whichif 's
complement is part of the restrictor, while the main clawsen the nuclear scope:

3) Few people like New York if they didn’t grow up there.
(few x: x is a humam\ x didn’t grow up in NY)(x likes it there)

This is true in a worldw iff few values forz that satisfy the restrictive clause in
also satisfy the scope i, i.e. iff few people that didn’t grow up in New York like
it there. Note that there is nothing in the representatiah¢brresponds ti.

Given thatf is semantically empty, how do we deal with sentence§TiRev{®@re
the item seems to contribute a conditional meaning? As iardl®m Kratzer’s
quote, whenevef appears to have meaning, this must be due to a covert operator
the domain of which is restricted by thieclause. The covert operator is often an
epistemic necessity modal. This leads to the following ysisi

4) Many students will succeed if they work hard.
(many x: x is a student)((must: x works hard)(x succeeds)

This is true in a worldw iff for many studentse it holds thatz succeeds in those
accessible possible worlds in whiehworks hard, i.e. iff for many students the fact
that he/she works hard licenses the conclusion that he/dhsuaceed.

3. Belnap’salternative

Many people seem to think that the only way to account forictiste if -clauses is
to allow thatif is (at least in some cases) semantically erﬁrﬁpt there is another
way.|Belnap 1970 proposed that a conditional ¢ has the same truth value @s
if ¢ is true, and lacks truth value otherwise:

5) o —v]* =[v]Vif [¢]* = 1; otherwise][¢ — ¥]™ is undefined.
116

3A notable exception is Lewis himself, who was aware of Belagiternative, but dismissed it; see
Lewis 1975, 11, fn 1. | aim to show that Lewis was too dismissiv




How to unify restrictive and conditiondfi-clauses

In a system like Belnap’s, it seems natural to let quantifignere individuals for
which their scope is not defined. To see this, consider:

(6) Most tickets were sold at checker 4. (adapted from EdkEG€9)
~ Most ticketsthat were soldvere sold at checker 4.

Being sold is a prerequisite of being sold at checker 4. Whearpreting (6), we
seem to take this into account, which suggests the follos@mantics fomost

(7)  [(mostx:¢)(x)]? = 1, iff [1]91*/*] = 1 for most individuals a for which
[o]9l*/#] = 1 and[]9!¢/*] = 0/1; O otherwise.

Notice that this definition is classical, i.e. not palﬁahserting Belnap’s conditional
in the scope of a quantifier now leads to domain restrictidh tieif -clause:

(8) Most people don't like New York if they didn’t grow up ther
(most x: x is human)(x didn’t grow up in N.¥-> x doesn’t like N.Y.)

This is true iff most values af that satisfy the restrictaand meet the definedness
conditionsof the scope, satisfy the scope, that is, iff most peopleditat't grow up
in New York, don't like it there. Conclusion: it is possible maintain thaif has
conditional meaning and still account for restrictif’eclauses.

What about conditionaf -clauses? One could follow Kratzer’s lead and assume
that there is a covert modal embedded under the quantifiehvigrestricted by the
if -clause. Indeed, von Fintel 2007 speculates that Belnapditonal may perhaps
never stand on its own. But why should we resort to covert ied®eThe determiner-
restrictor theory is forced to do this because it deniesithas conditional meaning,
but on Belnap’s analysig does have meaning of its own. Given this semantics,
conditionalif -clauses can alternatively be analyzed as wide scope taKaissleads
to the next representation for (9):

(9) Many of the students will succeed if they work hard.
(3Y: Y is a set of students.
(Y works hard— (many x: xe Y)(x will succeed))

I assume thamany of the studenfsresupposes a set of salient students, which is
picked up bythey When defined, i.e. when the students referred to work h&jds (
true iff many of them will succeed.

To sum up, there are two ways to unify restrictive and notrie if -clauses.
One is a classical approaches but comes at the cost of a batffiéng assumption:
if is meaningless. It follows that seemingly conditional am&tes must be the work
of covert operators. The other assigns a partial but notaogible semantics, and is
able to attribute any observed conditional meanini titself. On this analysis, the
difference between restrictive and congitiofiatlauses reduces to an ordinary scope

4Nothing hinges on this; we could just as well say that (6) igafimed in case no tickets were sold.
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ambiguity. One cannot help but feel that Belnap’s accoufarisnore elegant. For
this reason alone, this semantics may be preferred. But "rerfurther arguments.

4. Reasonsto prefer Belnap’s semantics
4.1. Conditionalsin dialogue

The first argument comes frdm_von Fintel 2D07 who is concewitddconditionals
in dialogue:

(10)  A: Ifhedidn'ttell Harry, he told Tom.
B: Probably so.

The propositional anaphtratseems to refer back to the conditional in A's utterance.
But B’s utterance isn't interpreted as expected under tieragner-restrictor theory.
If this analysis were correct, B's utterance would incogiera modalized sentence
underprobably, yet the sentence is interpreted apibbablyembeds a conditional
with a restrictivelf -clause.

One cannot maintain that the anaphor simply stands for theezpuent of the
conditional in A's utterance, while a covert anaphor (a pagrobably) refers back
to the antecedent, parallel to the next dialogue:

(11) A: Every student smokes.
B: Most (of them) do.

If implicit conditionalization were an option, the follong utterance by B should be
able to express that he told Tom in most worlds in which he’dtdh Harry, but this
isn’t borne out. It expresses that it is merely probable iigatiold Tom:

(12) A: Ifhedidn'ttell Harry, he told Tom.
B: He probably told Tom.

Belnap’s conditional fits the interpersonal traffic of cdradials like a charm:

(13) A: Ifhedidn'ttell Harry, he told Tom.
he didn't tell Harry— he told Tom
‘if the conditional is defined, i.e if he didn’t tell Harry, tield Tom’

B: Probably so.
(probably: )(he didn't tell Harry— he told Tom)
‘in most worlds where the embedded conditional is definedwhere
he didn't tell Harry, he told Tom’

Von Fintel concludes that Belnap’s condftionalisa bettgrlementation of Kratzer's
idea that it is the “life-goal” off -clauses to restrict the domain of some operator or
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other. As argued above, however, this idea loses its madivat Belnap’s system,
and we might explore his semantics as a genuine alternative.

4.2. Compositionality

My second argument is that Belnap’s conditional allows fonae straightforward
compositional semantics than the determiner-restrictalyais does. The main
problem for implementing the latter theory is that, at scefi -clauses do not appear
where they are interpreted. To solve this, von Stechow|2688draes thatf -clauses
are base generated as syntactic arguments of the operatee @wbmain they restrict.
Overt word order is derived by movement. At LF, theclause reconstructs:

(14) [s[or few people if they didn’t grow up in New York]f like it there]]

Compositional interpretation proceeds by constructingraiex restrictor out of the
common noun and thié-clause, to whicliewis applied. The resultis then applied to
the rest of the sentence (due to lack of space, | must skiptbeeatetails). Another
solution is proposed by von Fintel 1994, ch.3, who assumasghantifiers take a
free restrictor variable as their argument which may be ddaynanif -clause:

(15) [s[lorfew people i] [» [ve like New York] [cqif; they didn’t grow up there]]]

Through this co-indexation, thé-clause poses restrictions on the value the assign-
ment function might give to.

With Belnap’s semantics, there is no longer any mismatctvéeh syntax and
semantics. LFs correspond to surface structure:

(16) [s[orfew people ] [» [ like New York] [.if they didn’t grow up there]]]

We need not assume that tifieclause is a syntactic argument of the quantifier, nor
that it binds some domain restriction variable.

4.3. Iterated conditionals
My final argument comes from conditionals with conditionahsequents:
a7 If it rains or snows tomorrow, then if it doesn’t rain tormow, it will snow.

This seems equivalent to ‘if it rains or snows tomorramad it doesn’t rain, it will
snow’. But on the determiner-restrictor analysis, (17) togsanalyzed as a doubly
modalized statement, which kills the equivalence:

(18) (must: it rains or snows)((must: it doesn’t rain)(ibgrs))

| can believe that it rains or snows, but'St the same belieaittfs possiblaelative
to one of these live-possibilitigsvhere it rains or snows) that it neither rains nor
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snowd]
Belnap’s semantics straightforwardly predicts the delséguivalence:

(19) (it rains or snows}- (it doesn’t rain— it snows)

If (19) has a truth value, i.e. if it rains or snows, then itwsdf the embedded
conditional has a truth value, i.e. if it doesn’t rain. Thatit snows if it rains or
snows but doesn't rain.

5. Conclusion

We should drop the determiner-restrictor theory and opBfnap’s system instead.
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