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Preface 
The 1999 edition of the Amsterdam Colloquium is the Twelfth in a series which 
started in 1976. Originally, the Amsterdam Colloquium was an initiative of 
the Department of Philosophy. Since 1984 the Colloquium is organized by the 
Institute for Logic, Language and Computation (ILLC) of the University of 

Amsterdam. 

These proceedings contain the abstracts of all papers to be presented at the 
colloquium. In the first two sections one can find the contributions to the two 
thematic sessions: 

» Non Monotonicity and Natural Language 
» Discourse and Communication. Structured Information Exchange 

The third section contains the contributions to the general program. The copy­
right resides with the individual authors. 

For the organization of the Twelfth Amsterdam Colloquium financial support 
is received from: 
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• the Institute for Logic, Language and Computation (ILLC) 

• the Faculty of Humanities of the University of Amsterdam 
• the Dutch Graduate School in Logic ( OZSL) 

• the project 'Sources and Streams of Information in Discourse' 
• the project 'Logic in Communication' 

which is gratefully acknowledged. 

The organizers would also like to thank the authors for their contribution and 
the members of the program committee for the great job they have done: 

» Renate Bartsch, Johan van Benthem, Peter van Emde Boas, Jeroen Groe­
nendijk, Martin Stokhof, Remko Scha 
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Paul Dekker 
Amsterdam, December 1999 
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Two place probabilities, beliefs and belief revision: on the 
foundations of iterative belief kinematics 

Horacio Ario-Costa, CMU and Rohit P arikh, CUNY and NYU1 

Abstract 

Making use of van Fraassen's framework for defining beliefs from 
conditional probabilities, we provide a discussion of the issues and 
present some new technical results. We provide a complete charac­
terization of countable spaces, show how belief revision can be defined 
naturally, even by propositions of probability 0, and give some axioms 
which are satisfied. 

Introduction 

In contemporary work on the foundations of iterated belief change, one strat­
egy appeals to examples, intuition, and symmetry arguments. See, e.g. [3] 
where the authors modified the foundations of iterated change by (1) focus­
ing on the change of entire epistemic states rather than belief sets, and (2) 
offering four additional axioms for iterated change. 

A different justificatory strategy is to insist on computational feasibility. 
The main idea here consists in developing feasible algorithms that operate 
on (possibly finite) conditional knowledge bases, rather than on belief sets 
or rankings. Judea Pearl and Goldszmidt have developed in [4] an influen­
tial approach in this area ( the system Z) . According to this methodology, 
when a conditional belief base is updated 'all happens as if ' its corresponding 
ranking gets changed by a method that they call Bayesian update with hard 
evidence. We shall focus on methods recommended by the second strategy. 
In this extended abstract we construct a probabilistic model for Bayesian 
update. Therefore we offer further probabilistic justification for a family of 
methods that have only been investigated so far in terms of their computa­
tional efficiency. 

2 Technical results 

Our model uses two-place probability functions, sometimes called Popper 
functions in the literature. Bas van Fraassen developed in [8] a probabilistic 
definition of full belief in terms of such functions . 

We offer a modified and extended version of van Fraassen's model of [8] and 
use it to model Bayesian update . [8] studies two place [probability functions 
P( - 1- ) defined on a a-field F over some set U. The requirements are that 

(I) for any fixed A, the function P(X IA) as a function of X is either a 
( countably additive) probability measure, or has constant value 1. 
(II) P(B n CIA) = P(BIA)P(CIB n A) for all A, B, C in F. 

1 The research of both authors was supported in part by a grant from NSF, and , for 
Parikh, also by support from the research foundation of CUNY. 
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The probability (simpliciter) of A, pr(A), is P(AIU). We will follow estab­
lished terminology by referring to (II) as the Multiplication Axiom 

If P(XIA) is a probability measure as a function of X, then A is normal 
and otherwise abnormal. Roughly speaking, a normal set may have measure 
0 i~ which case we do not expect to believe it, but we still might. E.g. the 
rationals as a subset of the reals have measure 0, but if we pick a real at 
random and it turns out to be rational we do not throw up our hands in 
despair! An abnormal set by contrast is so small that we do not know what 
to believ: if we be~ieve in that. Indeed, if A is abnormal, then P(01A) = 1. 
Thus A 1s normal 1ff P(0 jA) = 0. van Fraassen shows in (8] that supersets 
of normal sets are normal and that subsets of abnormal sets are abnormal. 
Assuming that the whole space is normal, abnormal sets have measure 0, 
though the converse need not hold. We now show the following: 

Lemma _2.1 A countable union of abnormal sets is abnormal, though an 
intersection of normal sets, even a finite intersection, need not be normal. 

Proof 2.1 The second part is easy. Let X and Y be disjoint normal sets 
and W an abnormal set. Then since X U W and Y U W contain the normal 
sets X, Y respectively, they are both normal. But their intersection is W 
which is, by assumption not normal. 

Coming to the first part, let us show first that the the union of two abnormal 
sets X, Y is still abnormal. Note that 

P(01X U Y) = P(01X)P(X IX UY) from the multiplication axiom. Since X 
is abnormal, P(01X) = 1. Thus if XU Y were normal, then P(01X u Y) = 0 
and h_ence P(X IX UY) = 0. By a symmetric argument, P(YIX u Y) = 0. 
This is a contradiction since X, Y make up all of Xu Y. 

To come to the countable union case, suppose that Xi : i E N are countably 
many abnormal sets and by the argument above, we can suppose that i < 
J-+ Xi C Xj . Let Z = LJXi. An argument similar to the one above shows 
that if Z were normal, then for all i, P(Xi lZ) = P(01Z) = 0. But then 
continuity (a consequence of countable additivity) yields P(ZIZ) = o which 
is absurd whether Z is normal or abnormal. □ 

In :he following we shall confine ourselves to the case where the whole space 
U IS n~rmal. The notion of normality is closely connected to an epistemic 
analysis of the notion of a priori: (A) A is a priori for p iff P(A I X) = 1 
for all X, iff U - A is abnormal for P. 

Slightly modifying vF's definition we define a core as a set K which is normal 
and satisfies the stmng superiority condition (SSC) i.e. if A is a nonempty 
subset of Kand Bis disjoint from K, then P(B jAUB) = 0 (and so P(AjAu 
B) =. ~) -_2 Thus any non-empty subset of K is more "believable" than any 
set d1sJomt from K. It can then be established that all non-empty subsets 
of a core are normal. 

2 A is superior to B whenever P(A I A + B) = 1, where + is symmetric difference. 
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Lemma 2.2 (Finesse): all non-empty subsets of K are normal. 

Proof 2.2 Suppose that K is a core and A a subset of it. Let B = 0. Then 
B is disjoint from K and hence, by SSC, P(BIA) = P(BIA u B) = 0. Thus 
A is normal. □ 

van Fraassen 's characterization of cores requires a slightly different superi­
ority condition, and the property called (A3) according to which the com­
plement of a core should be normal. There might be arguments in favor 
of adopting this point of view. For example, if the union of cores repre­
sents the strongest proposition fully believed by the agent, one might want 
to preserve the possibility of genuine revisions of this body of belief with 
normal propositions. 3 Nevertheless, the condition introduces certain asym­
metries in the resulting probabilistic models that we prefer to avoid. Also 
van Fraassen's solution cannot be counted as perfectly parsimounious either. 
For example, it will entail that if we revise with the largest core (if there is 
any) such a core cannot be among the cores of the updated function. Further 
arguments in favor of our reformulation will be offered below. 

Formally many of the basic theorems proved by van Fraassen and other 
scholars who worked in this area can be proved in our modified framework 
with minor changes. The most salient results will be listed below. 

Lemma 2.3 The family of cores induced by a two place probability function 
P is nested (van Fraassen, 1995) 

Indeed we have the following important fact: 

Theorem 2.1 (Descending Chains). The chain of belief cores induced by 
a non-careless 2-place function P cannot contain an infinitely descending 
chain of cores. 

We skip the proof as it is already given in (Arlo-Costa-1999) . 

Thus the cores are well ordered under inclusion and closely resemble Grove 
spheres. Indeed we can show that for any ordinal a there is a space (U, F, P) 
such that the family of its cores has ordinal a. Let a be any (von Neumann) 
ordinal. Then a = {,B l,B < a}. For subsets X, Y of a with X i:;;; Y let 
P(X IY) equal 1 if min(X) = min(Y) and equal 0 otherwise, i.e. if min(Y) < 
min(X). Then the cores are precisely the non-zero ordinals::; a, and for the 
sake of symmetry we include a also as a core. 

Lemma 2.4 There is a smallest as well as a largest core. Moreover, the 
smallest core has measure 1. 

3This might be so even when van Fraassen's account does not give us the tools to 
perform such a revision. Also according to him the union of cores represents a proposition 
accepted by the agent rather than its full beliefs. 
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Proof 2.3 Since cores are well ordered by inclusion, there is naturally a 
smallest core. There is also a largest core, namely the union of all cores. To 
see that this union, say K, is also a core, note first that if X is a nonempty 
subset of K then there must exist a core K' which overlaps X. Now the 
subset XnK' of K' is normal and thus Xis also normal. To see superiority 
we use a similar argument. Let X, K' be as before and let B be disjoint from 
K. Then B is also disjoint from K' and hence X n K' is superior to B . 
Hence so is X itself. That the smallest core Ko has measure one follows 
from the fact that Ko is superior to its complement and together they make 
up measure 1. □ 

We propose that the smallest core be identified with (ordinary) beliefs and 
the largest core with full beliefs, so that in general full belief will be distinct 
from probability 1. Arguments supporting this interpretation are offered in 
the following section. 

3 The countable case 

If the set U is countable then very nice properties hold. There is a set of 
heavy points p such that pr( {p}) > 0 and all of which are normal. There 
may also be normal (light) points p such that pr ( {p}) = 0. Finally there 
may be abnormal points p such that pr( {p}) = 0 and P(01 {p}) = l. 

Lemma 3.1 Let S = (U,F) be a countable space and P( - I -) a two-place 
probability function defined on the space. The,. set H(P) of heavy points of P 
constitute the smallest core, which, moreover, has measure 1. 

Proof 3.1 We already showed that the smallest core has measure 1. More­
over, no heavy point can be dominated, hence the smallest core containes at 
least the heavy points. Moreover, any set of heavy points is normal, and fi­
nally any non-empty set of heavy points is superior to any set of light points, 
whether normal or abnormal. □ 

Let the ordering< on Ube defined by p < q .-t P( {q}l{P, q}) = 0, i.e. if we 
know that we have picked one of p, q then it must be p. Similarly, let p ~ q 
hold iff both P( {p} l{P, q}) and P( { q}l{P, q}) are> 0. Then < is a well quasi­
ordering with ~ as its associated equivalence relation and the cores are just 
sets of normal points closed under :::;. The heavy points are all equivalent to 
each other and in the smallest core. The light normal points are superior to 
the abnormal points but may have superiority relations among themselves, 
as the ordinal example above shows. 

The fact that (in the countable case) the heavy points constitute the smallest 
core (which has measure 1) , gives support to one of our proposed modifica­
tions of van Fraassen's account. In fact, one of the main purposes of the use 
of two-place functions in the definition of full belief is to avoid a problematic 
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identification of belief and probability one (which yields the so-called lottery 
paradoxes - see [6]). But such a problematic identification is required by an 
interpretation of the innermost core of P as an encoding of the body of P 's 
full beliefs (in the countable case) . By the same token, this interpretation 
(recommended by van Fraassen in [8]) also requires an equally undesirable 
identification of null measure with epistemic impossibility. It seems more 
natural to say that P's full beliefs are given by the union of P's cores, rather 
than their intersection. The intersection of cores can, in turn, be seen as 
the representation of P's plain beliefs (or qualitative expectations) . The 
following example intends to provide more intuitive clues supporting this 
idea. The example illustrates as well the interest of adopting our modified 
characterization of cores. 

Example: The sample space has a countable set of atoms, resulting from 
the following: in independent trials, a fair coin is flipped until we get a 
head, and then the trials stop. The set of possible outcomes is indexed by 
the number of tails X = (0, 1, 2, .. ... , n , .... , w), where w designates never 
stopping, i.e., flipping forever and seeing only tails. Evidently pr(X is 
finite)= 1 and pr(X = n) = 2-(n+l), (n = 0, 1, ... ), so that (obviously) 
pr(X = w) = 0, and this is the only null event, apart from the impossible 
event. It seems unreasonable in this case to require that a rational agent 
modeled by P ought to fully believe that X is finite. 

Notice that in this case it is not enough to interpret full beliefs as the union 
of cores, as long as cores are defined in terms of an unmodified version 
of van Fraassen's original definition. In fact, according to that definition, 
P induces a unique core U - w. Van Fraassen's condition (A3) impedes 
considering the entire space as a core. Our modified • definition makes this 
limit case unproblematic. According to our definition, P induces two cores, 
U - w, and U. It is also reasonable to say, in the case under consideration, 
that a finite . outcome is expected, rather than fully believed. This second 
intuition is captured by our characterization of qualitative expectations as 
the intersection of cores. 

If we learn some proposition A, even one whose probability pr(A) = 0, then 
as long as A intersects the largest core N, P relativised to A has again an 
elegant theory and its cores are essentially the old cores intersected with A. 
Thus "revising" by A is well defined. 

The notion of revision that thus arises (Bayesian update) satisfies ad junction, 
or, right weakening, left logical equivalence, and both rational and cautious 
monotony. We omit details of the logic for lack of space. There are simi­
larities between our logic and the approach using infinitesimal probabilities 
as for instance [7] and [2] . In the full version we show that Bayesian up­
date falls under the axioms of cumulative revision, a qualitative method of 
change proposed in [2] in order to extend to the iterated case a mapping 
between two-place probability functions and infinitesimal probability first 
offered in [7]. Cumulative methods of the type studied in this abstract oc-
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cupy a special place in the spectra of methods of change recently studied by 
computer scientists, economists and philosophers. In fact, in [2] it is shown 
that the prominent qualitative approaches to belief change are incompatible 
with some of the properties of cumulative methods - and here we show that 
Bayesian update does not obey Goldszmidt-Pearl's axioms. Nevertheless in 
[2] it is also shown that a method proposed in [5] in order to represent the 
notion of suppositional change encoded in two-place functions can be mod­
ified and represented as a cumulative method. [9] has an approach using 
non-standard analysis . In that paper it is shown how we can define a two 
dimensional, finitely additive probability for all pairs of non-empty sets of 
reals. This eliminates the need to confine ourselves to a o--field which is a 
proper subfamily of the set of all sets of reals, but at the cost of accepting 
finite additivity. 
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Non-monotonicity from 
constructing semantic representations 

Tim Fernando 

Computer Science, Trinity College Dublin 

Abstract . A standard approach to non-monotonicity locates the phenomenon 
in preferences between models, against which certain well-formed formulas or 
semantic representations (SRs) are interpreted. Such an approach assumes 
a construction of suitable SRs for natural language discourse - arguably 
the main challenge in formal linguistics (computational or otherwise). The 
present work focusses on this assumption, tracing complications associated 
with presupposition and ambiguity to it. A family of modal logics is outlined, 
under which non-monotonicity can be analyzed as the failure of a sentence­
by-sentence translation of a sequence of natural language sentences to persist; 
that is, the SR associated with a sentence may, in light of further natural 
language input, need to be revised. This revision may involve adjustments to 
background assumptions, implicated in presupposition accommodation. 

1 Introduction 
There is a considerable body of work predicated on the view that non-monotonicity 
can be analyzed in terms of preferences between models ( e.g. Kraus, Lehmann and 
Magidor [9)). An indispensable pre-requisite to applications of models to natural 
language is the translation of natural language discourse into suitable well-formed 
formulas, henceforth called semantic representations (SRs), which are then inter­
preted against models. This is not to say that the translation must be specified fully 
before applications can proceed. It is noteworthy that in Discourse Representation 
Theory (DRT), the SRs of which are called Discourse Representation Structures 
(DRSs), it is the step from natural language to DRSs, rather than that from DRSs 
to models, that is "the principal challenge" (Kamp [8], page 37) . Of course, an 
argument can be made that non-monotonicity falls outside the scope of DRT ( as 
presented in Kamp and Reyle [7)). Nevertheless, there remains the possibility of 
non-monotonicity entering in the step from natural language to SR. It is this pos­
sibility that the present work explores, motivated by the following examples. 

(D1) Statistics show that every eleven seconds a man is mugged here in New York City. 
We are hete today to interview him. [Saturday Night Live, reported in Barwise [1 l] 

(D2) The King of Buganda is not bald. There is no king of Buganda. 

Collecting the SRs (whatever they may be) in a set <I>, it is useful to recognize 
a second level E of representations, the inputs ( e.g. English sentences) to a process 
of translation into <I>. To condition the translation of a sentence on the sentences 
surrounding it, let us encode the input/output behavior of a translation process by 
a set 

St ~ LJ (En X •P) 
n:C:O 

of pairs (e, cp) such that the input e may translate to the output cp. Assuming 
translation proceeds one sentence at a time, it is natural to construe St as a set of 
stages, with the smoothest runs of the process preserving translations determined 
at earlier stages - that is, normally, 

(t) an input/output pair (e1 ··· en, 'Pl· ·· 'Pn) E St arises from the sequence of 
stages (e1, cp1), (e1e2, 'P1'P2), ... , (e1 • • • en-1, 'P1 • • • 'Pn-1) E St. 

7 



(t) is consistent with the DRS construction algorithm in Kamp and Reyle [7], where 
<p; is the DRS constructed for the discourse e1 • • • e; (1 ::; i ::; n) .1 

Abstracting from the particulars of DRT, let us suppose <I> comes with some 
notion of entailment 

r <;;; <f>* X <I> 

(with cjJ r <p pronounced: "cjJ entails <p"), endowing the SRs in <I> with meaning. To 
lift r-entailments of cjJ up to e along the translation set St, let us extend the set <I> 
of SRs <p to a set of L 0 (E, <I>)-formulas A generated according to 

A <p I (e)A I --,A I A/\ A 

with modalities (e) labeled by expressions e E E, plus negation --, and conjunction 
/\. Let us shorten .C0 (E,<I>) to L 0 and identify L 0 with the set of L0 -formulas. The 
semantics of L 0 is specified relative to an .Co-model (St, r) by a "forcing" relation 
Ir <;;; St X Lo as follows, where ( e, cjJ) E St: 

(i) an SR <p is forced if r-entailed by the output 

(e,0)1r'P iff 0r'P 

(ii) ( e) A is forced by ( e, cjJ) if some extension of ( e, cjJ) by e forces A 

(e,cjJ) Ir (e)A iff for some <p, (ee,cp<p) Ir A 

(where it is understood that (ee, cp<p) must also belong to St) 

(iii) --, and /\ are treated in the usual Boolean manner 

(e,cjJ) Ir --,A iff not (e,cjJ) Ir A 

( e, cjJ) I r A /\ B iff ( e, cjJ) Ir A and ( e, cjJ) I r B . 

Observe that Ir is just Kripke semantics, where th~ accessibility relation~ under­
I lying (e) is the binary relation on St such that 

( e, cjJ) ~ ( e', ,p') iff e' = ee and ,p' = cp<p for some <p 

for all (e, cjJ), (e', ,p') E St. The persistence of the outputs cjJ under ~ reflects a 
processing of inputs in accordance with (t). The logic of Lo is investigated in 
Fernando [2] 2 under the assumption that r satisfies certain properties familiar 
from classical logic, including 

which validates the .Co-scheme 

0r <p 
(R-Weak) cjJ'lj; r <p 

<p :::> [e]<p 

expressing monotonicity (where A :::> B and [e] abbreviate --,(A/\ --,B ) and --, (e)--, 
respectively) . Neither denying nor adopting (R-Weak) , the present work injects 
non-monotonicity in the passage from E to <I>, generalizing the transitions~ in two 
directions. The first can be carried out within Lo-models (section 2); the second 
involves leaps between L 0 -models (section 3). 

1 Under reformulations of DRT with an explicit merge operation (e.g. Groenendijk and Stokhof 
[4]), 'Pi might be seen instead as a translation of ei, given translations <p1, ... , 'Pi-1 respec­
tively of e1, . .. , e; -1 . The DRS for e1 • • • en would then be obtained by merging, in sequence, 
'Pl, <p2, ... , 'Pn • It is this conception of ( e1 • • •en, <p1 • • • 'Pn) which is suitable for the present work. 
As will become clear below, keeping stages (e, cp) intact (rather than reducing them to a single 
DRS) facilitates revision. 

2The bibliographic reference below contains a corrigendum. 
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2 Interpreting non-monotonicity in £0 

The case for revising a translation made in (Dhl)fiabove can be c?unt~tr~d _as fol_lldowbs . 
Th is no need to revise the V:l-reading oft e rst sentence, smce 1 1s imp 1e Y 
thee~~-reading, the difference between which can be incorporated into the transla-
. of the second sentence. On closer inspection, however, one might argue that 

!::re is non-monotonicity in (D1): the humor in it afterall lies in r~tracting the 
resumption (formed before reading t~e secon~ sentence) that t~ere 1s ~ore than 

p victim of muggings in New York City. Puttmg such presumpt10ns aside for the 
::ment, let us observe further that there ar~ sente~ces sue~ as (_D~), for whic~ it 
is far from clear that the disjunction of all of its possible readmgs 1s itself a possible 

reading. 
(D3) Danny has not met a Tibetan monk who distributes cognac in Salt Lake City. 

Assuming then that the inertia built into ~ must in certain cases ( and in a 
measured way) be overcome, let us introduce backtracking up to some depth k 2:: 0 
as follows. Let ~k be the equivalence relation on <I>* given by 

'Pn'Pn-1 • • • <p1 ~k 'lpm'lpm-1 • • • 1/J1 iff m = n and 
<p; = 1/J; for k < i :S n , 

testing for equality modulo the last k components (to the right). This induces 
binary relations 

{((e,cjJ),(ee,;f'lj;)) I (e,cjJ) E St, (ee,;f'lj;) E St, <p~k ;f} 

on St, underlying modal operators (e)k for which 

(e, cjJ) Ir (e)kA iff (:l;f'lj;) ;f ~k cjJ and (ee, ;f'lj;) Ir A 

[whence (ee, ;fij;) E St] . 

Notice that ~o is = and consequently~ /(e) can be understood as abbreviations 

of the extreme case ~o /(e)o. Moreover, since ~k <;;; ~k+1, 

(1) 

For a handle on these bounded forms of revision, it is convenient to introduce 
modal operators ◊k and (e1 •• •en) labeled by sequences e1 ···en EE*, where 

(e,cjJ) Ir ◊kA iff (':l;f) ;j ~k cjJ and (e,;j) Ir A 

(e, cjJ) Ir (e1 .. · en)A iff (:l'1f;1 .. • 1/Jn) (ee1 .. • en, 'P1Pl .. • 'lpn) Ir A 

(with which we can associate obvious accessibility relations). Clearly, 

(e1 • • • ek)(e)kA :::i 

◊k(e)A /\ (e)T :::> 

(e1 • • • eke)A 

(e)◊k+1A 

for an .C 0 -formula T forced by every stage (e.g. A:::> A), and 

if r respects (R-Weak), 

(2) 

(3) 

(4) 

The converse of (2) follows from assuming that the domain of St is prefix-closed -
i.e. whenever ee E dom(St), e E dom(St) . (1) and (2) imply 

(e)(e)A :::i (ee)A , 
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the converse of which requires a stronger assumption than dom(St) being prefix­
closed. Recalling (t) from the introduction, let us call St prefix-closed if when­
ever (ee, ,j}ep) E St, (e, rp) E St. Prefix-closure of St reduces (e1 •••en) and (e)k to 
(e1) • · ·(en) and ◊k (e) respectively 

(e1 • • • en)A 

(e)kA -
(e1) • • • (en)A 

◊k(e)A 

(where A = B abbreviates (A:) B) I\ (B:) A)), and adds to (3) its converse, for 

(5) 

(5) approximates the commuting squares of multi-dimensional modal logic (Marx 
and Venema [10]) . Although the fuss over subscripts k can be sidestepped by passing 
to limk-oo ◊k (written ◊ in Fernando [2]) , the blemish (e) Tis harder to overlook. 

_The .Co-formula (e) Tis, however, quite interesting in its own right, constituting, 
as it does, a candidate for the presupposition of e, conceived as a precondition for 
translation. The idea is that presupposition failure of eat a stage (e, rp) signals the 
absence of an SR ep for which (ee , rpcp) E St - i.e. (€, rp) l.f- (e)T. 3 The familiar 
negation test can be stated concisely as 

(e) T 

for some negation operation.:, on E, distinct from the connective-, on .C0 -formulas. 
i:urt~ermore, the presupposition projection behavior of conjunction A and implica­
t10n ::> predicted by Heim [6] can be verified by arranging 

(eAe') T 

(eje') T _ 
(e)(e')T 

(e)(e')T . 
1 (again being careful not to c_o~fuse .C0 -~onnectives with the dotted E-connectives) . 

Th • 1 h Id "f e/\e d e::ie e ' ese eqmva ences o 1 -+ an -+ are defined sequentially from -+ and .5'.... so 
that say, 

ei\e' 
-> {((e,rp), (e(eAe'),rjJ(ep • 1/!))) : (e(eAe'),,jJ(ep · 1/!)) E St 

and ( e, rjJ) --=. ( ee, ,j}ep) ~ ( eee', rpepiµ)} 

for some binary connective • on <I>. The crucial difference with Heim [6) is the use 
of an extra level E of representations, allowing presupposition to be linked with 
anaphora resolution (understood as the construction of suitable SRs) , as suggested 
by the familiarity condition of Heim [5] and developed at length in DRT by van der 
Sandt [11) . Although the role of entailments f- in forcing (e)T may appear vacu­
ous, f- can exert some influence through constraints between St and f- stipulated 
for the .Co-models (St, f-) of interest. Consider, for instance, the first sentence of 
discourse (D2) in the introduction, call it e. A plausible constraint to impose is 
that e presupposes the existence of a Bugandan king unless the contrary is known. 
Assuming (p is an SR asserting a Bugandan king exists and .:,i:p is an SR denying 
that he does , this constraint can be expressed by the .C0 -formula 

-,.:,i:p ::> ((e)T = (p). (6) 
3 A complication arising from ambiguity is interference between multiple readings: all readings 

of e {u_nder St) must suffer from presupposition failure if no translation of e is possible. This 
fine pomt ca? be finessed by passing to a more selective translation process St' , restricted to the 
readmg of e m question. 
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on-monotonicity from -,.:,,:pin (6) aside,4 notice that if the empty sequence E 

The n - h (6) • 1· • • f ·1 f , t ( ) • •1 neither (p nor .:,cp, t en imp 1es presuppos1t10n a1 ure o e a c, c - 1.e. enta1 s 
(t,E) l,f-- (e) T . 

3 Non-monotonicity from leaps between Lo-models 

Presupposition failure is tricky in part because it need not end !nterpretation, but 
ather usher in a process of repair commonly called accommodatmn. In the present 

~ amework, a failure (e,,jJ) l.f- (e) T might be repaired by changing the particular l -model (St, H underlying If- to an .Co-model (St', f-' ) for which (e, rp) If- ' (e)T. 
R:turning to sentence e from (D2), global accommodation of (p can be modeled as 
a leap to an .Co-model (St', f-') which takes (p for granted - say, 

St' { ( ee, eprp) : ( <pee, <pep$) E St} 

f- I { ( <p, I{)) : {/J!p f- I{)} • 

Such leaps between .C0 -models can be analyzed in an expansion .C of .Co, where 
an .C-model is a pair (ST, {h,}aEJ) such that ST~ Un>o(En x g,n x I) and for 
every a EI, (ST a, f-a) is an .Co-model, with (by definition) 

STa {(€,$) : (€,$, a) EST} . 

Reifying .C0 -models as indices in I, we can extend .Co conservatively by defining a 
forcing predicate If- relative to ST such that for all A E .Co and ( e, rp, a) E ST, 

(€,$,a) If- A iff (€,$) If- a A 

where If- a ~ ST a x .C0 is the .Co-forcing predicate for (ST a, f-a) - The reason for 
stepping up to .C is to form .C-formulas such as ((e))A where 

(€, rjJ, a) If- ((e))A iff (31/i, (J) (ee, ip'lj;, (J) If- A 

or, constraining leaps through a binary predicate Ron I, 

(e,$,a) If- ((e))nA iff (3'1j;,(J) R(a,(J) and (ee ,rpiµ,(J) If-A . 

Notice that (e) is just ((e)) = (with R(a,(J) iff a=(]), while ((e)) is ((e))1xr- Going 
back to e and (D2) , with (ST a, f- a) = (St, f-), (ST l'.1, f- .a) = (St' , f-') and I = 
{a,(J}, the point is that although (c,c) l.f-a (e)T, (c ,c ,a) If- ((e))T , and indeed 
(t ,c,a) If- ((e))A = ((p)(e)A for all .C0 -formulas A. Notice that the second sentence 
of (D2) suggests presupposition cancellation (Gazdar [3]) , retracting the default (p 
by leaping out of (J. If I = { a, (J}, then that leap can only land back in a, from 
which it follows that ST a is not prefix-closed. Alternatively, I might include a 
further index 'Y such that c f- -y .:,<p, in which case we could have avoided jumping 
around, had we applied at the outset the .C0 -model (ST-y, f- -y) to (D2). But how 
could we have known that before translating (D2)? It would seem we better be 
prepared to leap between .C0 -models. 

As with (e)k and ◊k, prefix-closure supports a decomposition of ((e)) R into 
(( R))(e), where 

(e,rp,a) If- ((R))A iff (3(3) R(a,(J) and (e,rp,(J) If-A. 

4The presumption discussed above for the first sentence of (D1) can be formulated in a similar 
manner as the .Co-constraint ~.:, 'P l ::i [e1)<p1, where e1 is the first sentence of {D1) , <p1 is the 
aforementioned presumption, and .:,'Pl is the negation in 'P of <p1. 

Here, and in the sequel, it is convenient to assume that E 2 'P, replacing, if necessary, E with 
EU 'P and translating (in St) the SRs to themselves. See assumption (ao) in Fernando [2). 
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(Reducing ((e))R to (e)k ((R)) is again blocked by the possibility of presupposition 
failure .) What stories one can tell with the supply of modalities (e), ◊k , ((R)) re­
mains to be seen. It is easy enough to generalize, for instance, ((R)) so that R takes 
not only a and /3 as arguments, but also the initial stage ( e, cjJ) . It is not obvious to 
me, however , what would be gained in empirical coverage by such generalizations. 

4 Conclusion 

Two kinds of revision were considered above: changes to the SRs cjJ associated with 
inputs e (section 2) , and changes to the implicit context determining translation­
entailments pairs (section 3) . Let us close by noting how to work notions of prefer­
ence into either. Preferences can be built into modifications ◊~ of ◊k as follows 

(e, cjJ) If- ◊~A iff (3i$) i$ ~k cjJ, ;j is preferable to cjJ as a reading of e 
and (e, f) If- A . 

Non-monotonicity may then take the form of preferring (e, cjJ) to (e, i$), but (ee, f'lj;) 
to (ee, cp<p) (if not perhaps (e, cjJ) 1.f-- (e)T). Similarly for ((R))P and ((R)), allowing 
for changes in/. How these preferences compose is one of many questions to explore. 
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Identification Language Games1 

Peter Krause 
IMS Stuttgart 

Abstract 

Identification dialogues are inquiries into which individual a speaker in­
tends to refer to. Typical identification dialogues occur when a riddle is solved 
and when a reference is clarified in a subdialogue. Here, the simplest kind of 
identification dialogue is studied abstractly. A version of discourse represen­
tation theory (ORT) with presuppositions and an epistemic operator; and a 
specification of the propositional attitudes of the participants together with 
anchoring relations are used to specify the scoreboard of a language game of 
identification dialogues with two participants, the identifier and the informant. 
The rules are based on the standard semantics for the representations. 

A defeasible notion of knowing which object is meant can be formulated. 
The meaning of the locution which one X is depends on which one Y is. is 
specified. 

Introduction 

By identification dialogue in this paper I will mean a dialogue exchange between 
two partners in which one of them, the identifier, tries to fix the reference of a 
discourse entity that the other participant, the informant, is talking about. It will 
be assumed that both participants have and communicate only true information. 
For the identifier, it is required that the subjects in his initial information state 
all derive from distinct objects and that he possesses internal anchor, although the 
content of the anchors will not be specified in the discussion. Given this description 
of the pragmatic situation, it is clear that an account of the propositional attitudes 
of the conversationalists is needed. The analysis will be based on the formalism 
for propositional attitudes of (Kamp 1990). As in (Groenendijk 1999), a simple 
language game will be described that relies on dynamic semantics. An epistemic 
interpretation for identification questions is used that relates two information states. 
Identification dialogues often involve nested question-answer patterns. One task for 
an analysis of identification questions is to explain which subordinate questions can 
occur, given an initial identification question. Based on the semantics, a notion of 
dependence between questions is defined which is then used for the definition of the 
preconditions of subquestion moves. 
The paper is organized as follows. In section (2), a reconstruction of the language 
game of identifying references is given, by a specification of the representation lan­
guage (2.2), semantic definitions (2.3), and descriptions of the possible moves (2.4). 
Section (3) discusses identification question that are embedded under know. 

2 Scoreboard and Rules 

2.1 The scoreboard 

The scoreboard consists of the identifier's and the informant's part. The scoreboard 
S 1 d of the identifier Id is a quadruple 

1 Thanks to Jan van Kuppevelt, Uwe Reyle, Henk Zeevat and Ede Zimmermann for discussions 
related to the topic of this paper. 
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Here K1 is a DRS representing the initial knowledge of Id about the domain. K 1 
must support distinctness of all pairs of discourse referents in U(K1 ). All discourse 
referents in U(K1 ) are assumed to be anchored. The internal anchors aren't spec­
ified, however, because it is a difficult problem to decide how much information 
should be part of the anchoring conditions2 . K 2 is a DRS representing extensions 
to B's knowledge during conversation, for instance information about questions 
that is not part of the common ground, and discourse individuals that are inferred 
from information in the common ground. CG is a DRS representing the common 
ground. It contains discourse referents for questions that have been introduced 
during the conversation3 and the content of assertions and presuppositions made 
by the informant and the identifier during the conversation. A is a list of anchors 
linking discourse referents in CG to internally anchored referents in K 1 . The parts 
of the identifier's scoreboard will be referred to using Sid: K 1 , Sid : K2, S1d : CG, 
Sid : A, and analoguously for the informant's scoreboard. Let A' be the DRS with 
empty universe that contains an equation for each anchor in A4 . Let us denote the 
combined DRS K 1 o A' o CG by Kcom for further reference5 . 

The scoreboard of the informant has the same structure. It will be assumed through­
out that the versions of the common ground of the two participants differ maximally 
in that one may be an alphabetic variant of the other. The rules specifying the ef­
fects of game moves ensure that the CGs cannot diverge. This is of course an 
idealization 6 . 

2.2 Representation language 

The components of the scoreboard are DRSs. The standard basic DRT syntax for 
DRSs K is used in both the linear notation and the two-dimensional notation. In 
addition, the following constructs are used7 : 

• c5(x, K) (definite descriptions) 
• I dQ ( c5 ( x, K)) (identification questions) 
• K? ( decision questions) • 
• Q; Q = QT (question referent introduction) 
• RELANCH(x,y) (relative anchors) 
• ◊ K ( epistemic might) 
• KNOW(Q) (knowing who/whether) 

2.3 Semantics 

First, the standard update semantics for the basic DRT language with a presuppo­
sition operator and the epistemic modality is repeated (Def. 1). A similar definition 
can be found in Dekker (1993), except for the presupposition clause. The might­
operator ◊ has been introduced by (Veltman 1996). Then the semantic notions for 
questions are defined. 
In the following, O" denotes a set of pairs of worlds and partial variable assignments, 
or an information state. The minimal state O"o is W x { «:}, where € is the empty 
assignment8 . 

2 In the application to localization dialogues, one option is to let the internal anchors specify 
coordinates on a map. This guarantees unique identification of spatial entities . 

3 In this sense, it functions like a stack of questions under discussion 
4For instance, if A contains RELANCH(xA 1 , y2), RELANCH(xA2 , ys), 

then A' is XA1 = y2 ; XA2 = ys • 
5 This combined DRS is the basis for the definition of some semantic notions below. o denotes 

DRS merge 
6 In particular, it has to be assumed that the participants always accept each other's moves. 
7 K and QT range over D RSs and question terms ( either identification or decision questions), 

respectively. 
8 See Dekker (1993) for the relevant auxiliary definitions 
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Definition 1 (Update semantics for DRT with might) 

• O"[x;] = {(w,g)l 3g'(w,g') E O" andg' -< x; g andg(x;) EU} 

{ 
{ (w,_g) E O"I (g(x1) .. . g(xn)) E F(R)(w)} 

• O"[R(c5(x1, K1) .. . c5(xn, Kn))] = if X1 . .. Xn E Dom(O") and O" F K; 
undefined otherwise 

• O"[K1;K2] = u[K1][K2] 

• O"[,D] = O" - O"[D] 

• O"[K1 ⇒ K2] = { i E (Tl Vi1 E { i}[K1] 3i2 i2 E i1 [K2]} 

{ O"ifO"[K] =/= 0 
• O"[◊K] = 0 otherwise 

The interpretation of questions is defined with respect to the entire scoreboard. 

Definition 2 (Alternative set of an identification question) 
alt(IdQ(c5ca(x,K)),Sld) = 

{v E Dom(S1d: K1)I O"o[S1d: Kcom;◊v = x1n1 ] =/= 0} 

Definition 3 (Alternative set of a decision question) 

{ 
{[K] , [,K]} if neither Sid: Kcom F K nor Sid : Kcom 

alt( K?' S) = 0 otherwise 

F ,K 

The clause for identification questions specifies that any candidate that might be 
the correct anchor for the variable in question belongs to the alternatives . There 
is no one-to-one correspondence of the alternatives with the linguistic answers that 
the informant may give, because the informant in general does not know whether 
his answer will lead to an identification. For decision questions, the alternatives are 
given by the two answer possibilities. 

Definition 4 (Knowing which) 
S1d F KNOW(Id, IdQ(c5ca(x,K))) iff lalt(IdQ(c5ca(x,K),Sld))I l. 

Definition 5 (Knowing whether) 
S1d F KNOW(Jd,K?) iff S1d: Kcom F KOT S1d: Kcom F ,K 

The notion of dependence is the most important tool for analysing the structure of 
the dialogue in terms of questions as in van Kuppevelt (1991). A question is useful 
for another question if at least one conclusive answer to the first question narrows 
down the alternatives for the second question. 

Definition 6 (Dependence of a question on another question) 
Let Q1 be a question that is not yet resolved wrt to the scoreboard S . Q1 depends 

on Q2 wrt Sid, 
S1d F depends(Q1, Q2) iff 

• Q2 an identification question IdQ(x1n1) and 
3v E alt(Q2 , Sid): alt(Q1, S1d o RELANCH(x1n1, v)) C alt(Q1, S1d) 

• Q2 is a decision question K? and either 
alt(Q1,(K1,CG,A,K2 oK)) c alt(Q1,(K1,CG,A,K2)) 
OT 
alt(Q1,(K1,CG, A,K2 o,K)) c alt(Q1,(K1,CG,A,K2)) 
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2.4 The Game Moves 

The moves of the dialogue game are described in terms of their logical form ( a move 
type name with a number of arguments in DRT syntax), preconditions and effects. 
The move types IN IT ( first mention of the discourse entity in question by Inf), 
ASK dee (Id asks a yes/ no question) and ANSWER ( the informant answers the 
previous question) do not require much discussion here. I rather concentrate on 
ASK;dq (Id asks an identification question) and the dialogue control move types 
NYI, ID, UNDERSTAND and REPORT ID. The inquiry starts with an initial 
identification question ASK;dq· To distinguish the initial identification question 
from auxiliary ones, a special condition tcq( Q) is added to the common ground as 
one of the effects of this move (a question variable Q is introduced together with an 
equation, see the syntactic constructs). This condition does not have a semantics, 
it only serves to control the game. The preconditions for ASK;dq(IdQ(bca(x,K))) 
require that the question may not yet be resolved (,KNOW(Id, IdQ(bca(x, K)))). 
If there is already a question Q with a condition tcq(Q), ASK;dq is subject to a 
further precondition: the new identification question must contribute to finding an 
answer to an identification question that is already present. In other words, an old 
identification question must depend on the new one: Sld F depend(Qold, Qnew)­
The old identification question here can either be the initial one, or another iden­
tification question on which the initial one depends, possibly indirectly. The third 
precondition for ASK;dq(IdQ(bca(x,K))) concerns the identifiability of the dis­
course entity by the informant. There may be only one antecedent for the definite 
description bca(x, K) with respect to the common ground. Of course this con­
dition may be satisfied although the definite is not unique with respect to the 
informant's overall knowledge. The move type ANSWER(Q,K) has a parameter 
for the answered question. The second parameter must be either the positive or 
negative alternative in the case of a decision question or a proposition about the 
questioned referent of an identification question. A proposition about a referent is 
represented by a DRS in which the referent occurS' free, or a definite description 
that must be resolved to it. The informant cannot do any better than provide 
~n informative assertion about the questioned referent, because he cannot be sure 
that the information will be identifying with respect to the identifier's information 
state. The identifier move NY I(K) (acronym for not yet identified) signals insuf­
ficient information about a salient identification question. Its content argument K 
is ,K NOW(I d, I dQ('5ca(x, K))) for some variable x in (the identifier's version of) 
the common ground. The preconditions are: (i) the identification question about x 
is in Sld : K 2 , (ii) it is not yet resolved (otherwise the content of the move would 
not be supported, contradicting the quality maxim). It is not required that the 
question be in the common ground, it may be an effect of NY I to add the question 
to the common ground. Besides uttering a sentence that immediately corresponds 
to the content argument, the move can also be expressed by uttering any sentence 
that entails that the identifier has not yet resolved the identification question, such 
as There are two K. The main effect of the move is the creation of an obligation 
to answer the identification question about x next. This can be implemented using 
operations on a QUD stack as in Ginzburg (1996). ID(xca,xld) is a non-linguistic 
move. The identifier adds an identification assumption RELANCH(xca, xld) to 
his Sld : A when the identification question about xca becomes resolved: the pre­
condition is that Sld F KNOW(IdQ(foa(x,K))) for an identification question 
in Sld : A. If the identification question was also present in the common ground, 
then the ID move must be followed by an UNDERSTAND and a REPORTID 
move. UN DERST AND signals to the informant that an identification has been 
made, without telling him which one. This is done by REPORT ID. The syntax 
for REPORTID is REPORTID(81n1(x),8Id(Y)). The precondition is that the 
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$ponding identification has been made. The function of REPORTID is to 
corre . . . . d f . the informant feedback about the 1dent1ficat10n. The second argument 1s a e -
~ 1:t: description the existence presupposition of which is not satisfied with respect 
ini the common ground, but only with respect to the identifier's knowledge. As a 
to It the informant will accommodate the descriptive content of the definite in 
resu , • h h" • r t· his version of the common ground and check consiste~cy wit 1s o~n m~orm~ 10~. 
An obligation for the informant to CONFIRM or d1sconfirm the 1dent1ficat1on 1s 

created. 

2.5 Start and termination of games 

The game is started by an IN IT move by the informant. The identification language 
ame is over if the initial, topic-constituting identification question is resolved for f he identifier and his identification has been confirmed by the informant. In the final 

state of the game, there may remain pending identification questions that have been 
raised as subquestions of the initial identification questions. 

3 Identifying knowledge and question dependence 

Are the notions of knowing who and of dependence specified above linguistically 
adequate? 

Knowing who The notion of knowing who specified above has an interesting 
property. Suppose the identifier knows who b(x, K) is at a given stage of the 
language game. Suppose further that he learns, from the informant or from another 
source, that there is another individual that satisfies the properties ascribed to x 
in K. This will lead him to extend the universe of S1d : K1 accordingly, and the 
resulting scoreboard S}d will no longer support that he knows who b(x, K) is. For 
instance, a detective may claim to know the identity of the murderer as ·soon as only 
one of the persons he suspects still satisfies all the properties that he ascribes to 
the murderer. But the claim may have to be retracted when a new suspect comes 
to the detective's attention. 
A potential problem for the treatment of knowing who would be the problem of 
well-foundedness of identification. In principle, the identifier could always inquire 
further, questioning the identification of the subjects in terms of which another 
subject has been identified. The answer to this objection is that it has been assumed 
at the outset that the identifier has suitable anchors for his subjects. There are 
clear-cut situations in which this does not seem to be too much of an idealization, 
e.g. cases of diagrams in a coordinate system. No claim is implied that such a 
foundation can always be found. 

Dependence The definition of dependence requires that at least one successful 
answer to the first question truly narrows down the alternatives for the dependent 
question. This notion of dependence is quite weak. There are two conceivable 
alternatives: requiring that all successful answers narrow down the alternatives for 
the dependent question, or even that there is a functional relation between the 
alternatives for the first. and the second question. Both seem too strong to capture 
the semantics of the locution who t1 is depends on who t2 is. For instance, consider 
the following sentence. 

Who is the murderer depends on who was in the house. 
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It can be truthfully uttered by a detective even if he neither believes that not all 
of the suspects may have been in the house nor has enough information to directly 
identify the culprit once he knows who was in the house. 

4 Conclusion 

This paper is an attempt to specify adequate rules for the language game of identi­
fication dialogues. The pragmatic rules for the move types are closely connected to 
the semantics of the scoreboard, and it seems possible to specify explicit rules for 
assigning move types to utterances on this basis. 
There are various possibilities for further investigation. The repertoire of move 
types can be extended in various ways and move definitions may be refined. The 
more general question what a satisfactory answer to a who-question is and the 
related problem of specifying a general semantics of knowing who that also takes 
into account cases in which one can say that an agent knows who X is although 
the information is not sufficient to identify X have not been addressed here. See 
Gerbrandy (1997) for a recent discussion. 
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Explaining Presupposition Triggers 

Henk Zeevat 

Summary 

proposes three revisions to the standard views of presupposition: the em­
The pap;r f optimality theory for the defaults and preferences, the admission of weak 
ploym~:n;s for presupposition resolution/ satisfaction and a fine-grained ~lassification 
antece osi'tion triggers based on the availability of expression alternatives and the 
of presupp ' f d 1· 'th • 1 uirement of the presupposition. The treatment is able o ea mg w1 a range 
log1cha remqena that are outside the scope of any current presupposition theory. A fuller of p eno 
version of the paper is available through 

http://earth.hum.uva.nl/ henk 

The article too can be a starting point for the discussion. (l)is Kripke's ex-
lp t show that (at least some) presupposition triggers must be taken as 

amp e o h '11' 
hors to specific information in the context. Otherwise, given t at m1 1~ns 

anap ·t· · t • • 1 h1ch have dinner in New York every evening, the presuppos1 10n 1s nv1a , w 
conflicts with our intuition about the example. 

(1) John has dinner in New York too. 

But the example has other interesting properties as well. It _is_ a presupposition 
that does not accommodate ( against theories of presuppos1t1on _that have ac­
commodation as a general possibility) . If it would, the observation that more 
is required than the truth of the proposition that somebody apart from John 
has dinner in New York would not follow: this is precisely what would have to 
be accommodated. 

Second, the antecedent need not be a direct ingredient of the context. It is 
sufficient that the other New York eater is reported or suggested. E .g. (2) 

(2) Harry may well stay in New York for dinner. 

is a good antecedent. Also (3): 

(3) John believes that Mary will eat in New York. 

(3) also illustrates a third property: partial resoluti_on. 1:h~ antecedent only 
mentions eating and does not strictly imply that a dmner 1s mvolved (a lunch 
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or a quick snack would be possibilities). The process of finding the antecedent 
adds the extra information that Mary will have dinner. The process is one of 
~nding an antecedent that only partly meets the specification and of adapting 
1t to become a full antecedent. 

A fourth property of the particle too is that it is not possible to omit it when it 
has a suitable occurrence in the context. When it is omitted the total discourse 
becomes strange, though perhaps not always equally strange. It can sometimes 
be replaced by other markers ( e.g. also) but the bare version of the sentence is 
not appropriate if the version with too is. 

All of these four properties are unexplained if we take the best theories on 
the market like Heim and Van der Sandt. Weak Antecedents are out, accom­
modation is allowed without restriction, partial resolution is ruled out by the 
formalisations and the theories have nothing to say about about the obligatory 
nature of too. 

1 0 Id Material 

In order to deal with Weak Antecedents, it seems necessary to allow material 
that is not in the common ground as such but is believed or suggested in the 
common ground. It may be the speaker, but it may also be the hearer or another 
person whose beliefs have been attributed in the common ground. Also, it is 
not necessary that the attitude is belief or knowledge. Dreams, presentations 
of plans and desires and of possibilities all seem to provide proper antecedents 
for some triggers. Three examples are given befow. 
t 
A corrects his conversation partner : 

( 4) The king of France is not bald, France is a republic. 

A presupposes the king of France, even though he has not the slightest inclina­
tion to assent himself to the statement that there is such a person. 

(5) 

(6) 

A: John thinks Mary has gone to Bill's party. 
B: Carol has gone there too. 

A: John dreamt that his car was stolen. 
B: My car was stolen too. 

This wider range of possibilities is of course present in the pre-Karttunen lin­
guistic literature on presupposition, but appears to have been neglected in the 
more formal literature for a very simple reason: many of the key triggers in 
that literature appear to lack the possibility of such antecedents. Definite de­
scriptions, names, factives, and lexical presuppositions prima facie do not have 
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them- Questions, many particles, clefts and intonationally marked topic typ­
ically fall on the other side. Anaphoric pronouns belong to the first group. 
The characterisation of the range of attitudes that generate weak antecedents 
is roughly1 what Giannakidou has labelled the veridical contexts: those that 
do not license negative polarity items. 

The explanation of the difference between the triggers is straightforward. Next 
to their triggering properties, the triggers also have other semantical proper­
ties that are intertwined with their presuppositional properties. Definite de­
scriptions, names and anaphoric pronouns are referring expressions, a noun like 
bachelor predicates a property of an individual, a factive states something about 
the mind of its subject, etc. And crucially, the object that the referring trigger 
refers to is the object required to meet the presupposition that is triggered, the 
proposition in the mind of the subject that is involved in the mental part of 
the factive is the same as the presupposed proposition and the property pre­
supposed by a lexical trigger is also part of the predication. For this reason, 
it cannot be that the presupposition is entirely absent in the local context of 
the trigger: the reference would then fail to exist, the attitude would not be 
possible or the predicate would not hold. 

That part of the semantics of the trigger which is shared with the presupposition 
I call its requirement. Notice that this is not meant as yet another independent 
specification of a lexical property of the triggers, but just a consequence of 
properly spelling out the semantical function of the item and comparing it with 
the presupposition. The requirement has two roles to play in the theory of 
presupposition: it must explain why a trigger use of some triggers in a context 
where the requirement is not met leads to an uninterpretable sentence and it 
must further explain why some triggers but not others resolve to inaccessible 
contexts. The requirement therefore -and not the presupposition- is what 
turns a pragmatic presupposition into a semantic presupposition. When the 
requirement equals the presupposition (or is stronger), weak antecedents are 
out. When the requirement is empty, weak antecedents appear unrestrictedly. 
The interesting case is when the requirement is weaker than the presupposition. 
Some weak antecedents are then allowed, but the phenomenon is restricted. 
Compare (7). 

(7) John believes that p and he regrets that p. 

Here weak resolution occurs and the requirement (that John believes that p) 
is met. But we do not predict that accommodation of John believes that p is 
possible, when there is no weak antecedent. If (8)occurs in isolation, we must 
infer that p. 

(8) John believes that p. 

In contrast, (9) 

1There is a considerable overlap with the distribution of negative polarity items, but there 
is not an exact match: e.g. suggest in Modern Greek takes negative polarity items. 
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(9) John believes that p and he knows that p . 

also allows the same resolution, but the resolution is not sufficient for entailing 
the requirement (p I\ Bp). So, the only option is global accommodation or 
global resolution. Other examples are given for names, anaphora and definite 
descriptions in the full paper. 

2 Optimality Theory 

Blutner99 is the first to notice that the defaults and preferences that are so char­
acteristic of presupposition can be adequately captured by the soft constraints 
and the constraint ordering of optimality theory. He proposes two constraints: 
Do Not Accommodate and Strength ordered as indicated. The accommo­
dation constraint prevents accommodation when it is not necessary, the strength 
constraint prefers the reading of the sentence that gives most information. An 
absolute constraint of Consistency can be added, to obtain local accommo­
dations, when global ones are not consistent. Together the system provides a 
reconstruction and an improvement of the theory of Van der Sandt92. The 
improvements are avoiding accommodation in downward entailing subcontexts 
and the smooth incorporation of partial resolution. 

If Optimality Theory can be applied to presupposition interpretation, it is a 
natural question whether it is possible to apply it to the generation of pre­
supposition triggers as well. In fact, one might first want to be sure that the 
so-called interpretation principles are not really generation principles in dis­
guise. But for a principle like: do not accommodate, this does not seem to 
be possible. It is contextual variation that is responsible for the selection of 
different interpretations of (lO)and the context seems to have little influence on 
its form. 

(10) Bill believes that John regrets that Mary left. 

The decision to relegate the communication of some content to presupposition 
accommodation rather than to a separate prior assertion involves considera­
tions of efficiency and even politeness. Though the reconstruction of these 
considerations plays a role in the interpretation of accommodating examples, 
the recognition of them does not seem to be the crucial factor: that is the ab­
sence of an antecedent. Strength is likewise so much a question of choosing 
between possible interpretations that a corresponding generation principle is 
hard to imagine. 

There is a class of presupposition triggers that are obligatory. Intonational 
marking, discourse particles, pronouns, another, a different, some uses of 
definite descriptions seem to fall into the class. 

The basic observation is that (11) cannot normally be replaced by the sentence 
without too in a context where too appears. 
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(11) 
John is in Spain too. 

. •1· from the generation of referential expressions. There is a hier-
"'h. is fam1 iar . . . . . 
.1 is f t·a1 devices which can be selected only if the application cntena 

hY of re eren l . I . h 
arc 1 appearing in the hierarchy above 1t do not apply. omit t e 
f the c asses 1 . . 1 

0 . • in this abstract. The hierarchy leads to at east two prmc1p es: 
f 11 d1scuss10n . f ld • 1 
u ld d ParseOther. The first requires the markmg o o matena 

ParseO an · • h t t 
d ·ng a trigger is nearly always a way of domg so wit respec o old an us1 . 

as sition. ParseOther demands the use of an other-marker m case 
the presuppo T • 1 

. old element with the same description in the context. yp1ca 
there is a an 

h markers are another, too, also and as well. 
0 t er-

. ·ples should be thought of as primarily psychological. It is well 
Both prmc1 . . . f h 

1. h d that the perceptual system is biased to the 1dent1ficat10n o w at 
estab is e . f h" b" . . . ·1 nd nothing seems more functional than controlled use o t 1s 1as. 
is s1m1 ar a . . f . 
inhibit it when necessary and exploit it when it has to 1dent1fy. The last unction 
also increases efficiency: second occurrences can be much shorter. 

The two principles affect the distribution of triggers: ~~ey force_ the us~ of. an 
item from the relevant class of triggers when the cond1t10ns for its apphcat10n 

occur. 

3 Blutner's Theorem 

Blutner in still unpublished work provides the following explanation of the 
fact that intonationally marked topic-focus articulation gives rise to a n?n­
accommodatable presupposition. Given an interpretational weak constramt: 
Do Not Accommodate, the use of topic-focus intonation where the presup­
position is not resolvable loses out from other candi~ate genera:ions tha~ d_o 
not presuppose: they do not violate the accommodation constr~mt. And 1~ 1s 
almost necessary to include the intonational variants in the candidate set which 
do not give rise to the presupposition. 

The explanation uses an novel way of thinking about the application of opti­
mality theory to the syntax and interpretation of natu~al lang~ages. w_e have 
both interpretation constraints and generation constramts which a:e simulta­
neously applied to pairs of generations and interpre~atio~s. A pair_< g, i > 
can be suboptimal even if the interpretation is an optimal mterpretat10n of the 
input, because there is a g1 that can be interpreted with less viol~tions of the 
interpretation constraints. (Similarly a generation g can be optimal for the 
interpretation i by the generation principles but fail because there is a better 
interpretation i 1 than the intended i available for g •) 

I use Blutner's Theorem for the general priU:ciple: if a trigger context has simple 
non-triggering expression alternatives with the same meaning, it does not ac­
commodate. The simplicity of the alternative expressions guarantees that they 
are considered in the optimality contest, so that Blutner's reasoning applies to 
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them. It is a strong principle and it is a rewarding game to try to refute it . 
The game is so rewarding that one is sometimes tempted to go to the weaker 
principle: Obligatory Triggers Do Not Accommodate. So far neither me 
nor Blutner nor anybody else have come up with a good OT reason why this 
should be so and it is fully unclear what could be the flaw in Blutner 's reason­
ing. So I stick here to the full strength of Blutner's Theorem and use it to draw 
interesting conclusions about the semantics of the apparent counterexamples. 

Unproblematic cases are the occurrences of presupposing particles. Here clearly 
one must take the view that the same context without them must be an alter­
native of the required simplicity. And this is largely borne out by the facts, 
though interestingly not entirely. E.g. in (12) we get instead of a free accom­
modation, in the absence of suitable antecedents, the inference that it is the 
speaker who wants coffee. Whether this is partial resolution based on the highly 
salient speaker or idiom, I do not want to discuss further here. 

(12) Do you want coffee too? 

More problematic is the case of knowledge and belief. It seems belief provides 
knowledge with a simple non-presupposing expression alternative, but knowl­
edge accommodates rather well. I have to follow here the opinion of most 
theorists of knowledge that it is . simply false to claim that knowledge equals 
truth plus belief. Geurts (p.c.) has proposed manage as a counterexample, 
but all that we have to deny is that its semantical contribution is exhausted by 
the presupposition of the difficulty of the action expressed in its complement: 
apparently this is also part of what it says. 

The most interesting counterexample is provided by the opposition between 
a( n) and the. There are uses of the that easily accommodate, like: the inventor 
of electrical power and there are cases that follow Blutner's theorem in being 
nearly unaccommodatable, as in (13). 

(13) The man told me that he was going to get angry 

The choice for a definite description is more complex than just the choice be­
tween a presupposing and a non-presupposing article. (See the full paper). We 
may perhaps say that all definite descriptions are presupposing, but they are 
only accommodatable when they are unique descriptions. The combination of 
the definite article with a non-unique description is a trigger that has the indef­
inite article as a simple expression alternative. The combination of the definite 
article with a unique description does not have the definite article as a sim­
ple expression alternative, because, then, it is obligatory to choose the definite 
article. 
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The epistemics of presupposition 
Anthony S. Gillies 

University of Arizona 

Abstract 

Successful linguistic interaction requires agents to agents to be able to 
reason about what is being said. Given this, it is natural to pursue the 
extent to which general epistemic principles can be brought to bear on 
semantic phenomena. In particular, I look at the interaction between the 
dynamics of belief and presupposition. A simple defeasible update seman­
tics for presupposition is given in which accommodation is understood as 
belief updating, and presupposition failure as failed belief revision. 

1 Introduction: Why epistemology matters 

What is formal semantics a theory of? At least one plausible requirement is 
that our semantic theories had better mesh with the natural language inferences 
we routinely make. But surely these inferences depend on how we assimilate 
and use partial information in a dynamic world. In short, these inferences 
depend as much on our general epistemic architecture as they do on our semantic 
competence. So epistemology matters to formal semantics. 

The dependence goes the other way, too: formal semantics matters to epis­
temology as well. A healthy amount of our justified beliefs are grounded by 
testimonial reports of others. I have never been to Argentina, but I have a lot 
of justified beliefs about it due to things people who have been there have told 
me about it. The particulars of my beliefs about Argentina thus depend in an 
essential way on successful semantic interpretation. If what we are interested 
in is a general theory of information exchange-a theory for how agents can ex­
change and use information about the world-then the line separating epistemic 
concerns from semantic concerns is bound to get blurry. 

I want to push one way of blurring this line. In particular, I want to explore 
the interaction between general epistemological considerations and presuppo­
sition. Consider the notion of when an utterance ¢ which presupposes 1/; can 
be uttered. Suppose that 1/; is an object of mutual belief between us. Then I 
can easily assert ¢ . On the other hand, if I know that you believe ,1/;, then 
I cannot merely assert ¢ and expect our conversation to go along smoothly. 
Likewise, from the hearer 's point of view. Upon hearing¢ (with presupposition 
1/;) intuitively all that is required is that 1/; meshes well with the other things I 
believe. Notice that all of this is quite independent of the issue of whether 1/; 
is true. The crucial question, most of the time, is whether what is presupposed 
is a justified belief. My main focus here will be the belief updates of a hearer 
which are induced by presuppositions. 
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2 Defeasible reasons and default logic 

Some reasons are more stable than others. Perfectly stable reasons-conclusive 
reasons-entail their conclusions. More frequently we have less stable reasons 
for holding beliefs which are nonetheless justified: these are defeasible reasons. 
Defeasible reasons create a presumption in favor of their conclusions, but this 
presumption can be defeated. Defeat comes in two flavors. A rebutting defeater 
for a reason for ¢ is any reason for ,¢. An undercutting defeater for a reason from 
'I/; to ¢ is any reason for denying the connection between 'I/; and ¢. Rebutting 
defeaters are roughly the normal defaults from Reiter (1980). Undercutting 
defeaters are similar to what Veltman (1996) calls non-accidental exceptions. 1 

Some reasons are also stronger than others. Conclusive reasons, of course, 
the strongest possible reasons. But even among defeasible reasons there are 
differences in strength to be found. Suppose I believe ¢ ( defeasibly). Then 
suppose I encounter the rebutting defeater ,¢. The latter consideration defeats 
the former only if my reasons for it are strictly stronger than my reasons for 
the former. If my reason for¢ is strictly stronger than my reason for ,¢, then I 
should disregard the would-be defeater. If my reasons for ¢ and ,¢ are of equal 
strength, then it seems clear that I should retract my belief in ¢ but I should 
not admit ,¢ into my set of beliefs. This is a case of collective defeat (Pollock 
, 1995) . Certain facts about presupposition accommodation can be seen as a 
special case of these general facts about reason strength. Before turning back 
to presupposition, I will first sketch a basic framework for defeasible reasoning. 

Default logic (Reiter , 1980) provides one framework in which to investigate 
the structure of defeasible reasoning. The core idea of default logic is quite 
simple: defeasible reasoning is the result of combining partial information about 
the world with a set of rules for plausible inference (i.e., defaults). Let Lo be 
a classical propositional language with a set A of atomic formulas, and logical 
connectives ..., and /\. Let W be the set of partial functions from A to truth­
values. Elements of W are like partial possible worlds, and so represent partial 
information about the world. 

Defaults have the form o : ◊f3h, where o, /3, "YE Lo- The intended interpre­
tation of such a default is something like "If you believe o and it is consistent to 
also believe /3, then go ahead and conclude "Y·" Let D be any set of defaults. To 
model reason strength, we can impose a partial order preceq over D. A default 
theory is a pair (w, D-=':) . Extensions of a default theory prescribe the limits to 
what an agent can believe. 

Definition 1 (Extensions) Let /::;. = (w, D-=':) be a default theory. E is an 
extension of/::;. iff E is a minimal set such that: 

• w i;;; E; 

• E is closed under classical consequence; and 

• E is faithful to all the defaults in D . 

1 Pollock (1995) thoroughly explores the logic of undercutting defeat. 
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If d == 0 : ◊/3h is in D , then E is faithful to d just in case if o E E and 

--.beta i Ethen "YEE. 

3 Defeasible updating and presupposition 

U date semantics (US) has been fruitfully applied default reasoning in Veltman 
(l~96) . There are a number of features of Vel~man's approach, _however, that 
are at odds with some facts about human epistemology. One 1s that reason 
strength seems to matter. Reason strength seems to matter to presupposition 
also. Suppose, out of the blue, you say to me 

The King of France is bald (1) 

This is just classic presupposition failure. But suppose you first explain to me 
that you have been doing some sleuthing, and found out that there is a Royal 
family still in France--living underground, or what have you. Then, when you 
say (1), I accommodate the presupposition. Why? Because you have just given 
me a reason of sufficient strength to defeat my earlier belief that there is no 
King of France. The fact that a statement presupposes another is ipso facto a 
reason for believing the latter. 

To implement this idea, we need a mechanism for representing varying 
strengths in the framework of US. Instead of using the mechanisms for updat­
ing with defaults that Veltman explores, I propose that we use a propositional 
default logic like the one I sketched earlier.2 Let w1, . . . , Wn be the elements of 
W (the set of partial possible worlds) and let D be a set of defaults. Each of 
(w1 , D), ... , (wn, D) is a default theory. We can use extensions of these to play 
the role of possibilities in an update semantics. To do that, we have to augment 
Definition 1 to reflect the strengths of (possibly competing) defaults. 

Definition 2 (Extensions, again) Let /::;.i = (wi, D-=':) be a default theory with 
extensions E and E'. The possibility based on /::;.i is the ~-maximal of { E, E'} 
if it is unique, and n{ E, E'} otherwise. 

With this change, we can give a standard definition (plus or minus a bit) for 
the set of possibilities and information states for an update semantics. 

Definition 3 (Possibilities) Let (W, D) be as before. The set I of possibilities 
based on (W, D) is the set of extensions of the default theories (w1, D), ... , (wn, D), 
modulo Definition 2. 

Information states, as usual, are subsets of I. 

Definition 4 The set S of information states is the smallest set such thats E S 
iff s i;;; I. 

2 Default logic is in one sense less elegant that Veltman's system. But default logic is a bit 
simpler, which makes it easier to see what's going on. 
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Before turning to the semantics, we need to extend the expressive power of the 
basic language to have a rudimentary presupposition logic (Beaver , 1991) . Let 
.C1 be the smallest set such that: 

• .Co C .C1 

• If¢ E .Co, then 8¢ E £ 1 

Intuitively, 8¢ means that ¢ is presupposed material. 3 

For a fixed set of defaults, the interpretation function for Defeasible Update 
Semantics (with presuppositions), [·]Dus, is a partial function from information 
states to information states. 

Definition 5 (Interpretation in DUS) Fix a set D of defaults. Lets be any 
information state based on (W, D), and¢, 1/J be any well-formed formulae of .Co . 
[·]Dus is given recursively by: 

• s[p] = { i E sjp E i} 

• s[-,¢] = s \ s[¢] 

• s[¢ !\ 1/J] = s(¢]['1/J] 

• s(8¢] = s ifs(¢] = s and undefined otherwise. 

So far, there is nothing that distinguishes DUS from other update semantics for 
presuppositions. 

Intuitively, accommodation seems a little like a repair strategy for a conver­
sation after presupposition failure (Lewis , 1979). On the other hand, it does 
not seem radically different from the process of interpretation. Can we have it 
both ways? Accommodation can be nicely embedded into DUS, and this is the 
chief virtue of this approach. Accommodation is a default rule (schema): 

Accommodation Default 8¢ : ◊¢/¢ 

Since information states are built from applying defaults, updating is already 
sensitive to the defeasible consequences of incomplete world pictures. By adding 
the accommodation default, we have merely added one more way that an in­
complete picture of things can be plausibly extended. 

Finally, I want to return to the issue of reason strength. DUS was motivated 
in part by the need to recognize reason strengths in presupposition. Suppose 
we have two defaults in D: the accommodation default, and a "no Queen" 
default-assume that a country does not have a Queen if it is consistent to 
do so. Suppose we do not know whether or not Australia has a Queen. Now 
consider the sentence 

The Australian voters have decided to keep their Queen. (2) 

3The unary decoration for presupposition and the binary relation ¢ ,i, for "¢ presupposes 
1/; are of course interdefinable. 
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Th" presupposes that Australia has a Queen. If we impose no ordering on D 
( /~f the two defaults have equal strength), we have a case of collective defeat 
\en we try to update with (2). This is total failure. If the "no Queen" default 
~ stronger, then updating with (2) also results in total failure. But notice 
:hat happens if the accommodation default is strictly stronger than the no 
Queen default: interpretation proceeds like we would expect even though what 
is presupposed is strictly speaking new material. 

4 Conclusion 

I have tried to suggest one way that general epistemic concerns and issues in 
formal semantics proper can be fruitfully combined. Along the way we have 
been able to generalize the notion of information state by basing them upon 
extensions from default theories. By doing things this way accommodation can 
be though of as both a repair strategy (in the sense that it extends what is known 
for sure) and keep its formulation of a piece with the rest of the semantics. 
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The paper considers the contents associated with clauses in conversational in­
teraction, focussing particularly on the issue of how grammatical frameworks 
can accommodate uses such as intonation questions and reprise uses . We 
point out that the phenomena at issue are problematic for views of the syn­
tax/semantics interface such as radical lexicalism and syntactic modularity . 
We describe a grammatical system formulated within HPSG in which gener­
alizations about phrasal types, characterized by means of constraints on both 
the syntactic and semantic components of the sign, are captured by means of · 
multiple inheritance hierarchies. We show how this system can accommodate 
the relevant phenomena. 

1 Introduction 

Although declaratives are standardly assumed to denote propositions, conversa­
tional interaction reveals the existence of additional contents. Thus, a declara­
tive such as (la) is (at least) 4 ways ambiguous: for a start, in addition to the 
propositional reading, it has a reading as a regular information question. Although 
this different use has often been assumed to be one of illocutionary force (see e.g. 
Vanderveken 1990), as soon as one accepts the overwhelming arguments for distin­
guishing polar questions from propositions (see e.g. Groenendijk and Stokhof 1996) , 
these apply equally here. In addition to these two readings, two more exist for (la) . 
These arise when (la) is used as a reprise to clarify a prior use of (la) expressing a 
proposition or a question. That the contents of these reprises is distinct from (1 b) 
or (le) is fairly straightforward to demonstrate - the repriser is asking a question 
which concerns the previous utterance, not the political situation, nor is (s)he as­
serting a proposition. The paraphrase we propose for such utterances is in {ld,e) . 
Similar ambiguities occur with interrogative clauses, as illustrated below. 

(la) A: The political situation is desperate 
(lb) the proposition p that the political situation is desperate; 
(le) the question whether p. 
(ld) (Context: B has uttered (la); A repeats the utterance.) 

Content: Is B claiming that the political situation is desperate? 
(le) (B has uttered (la) with rising intonatation and attempted to convey (le). 

A repeats the utterance for clarification purposes.) 
Content: Is B asking whether the political situation is desperate? 

Providing a descriptively and explanatorily adequate account of such ambiguities 
for clauses poses an interesting challenge for existing views of the interface between 

1This research was conducted in part as part of CSLI's Linguistic Grammars Online (LINGO) 
project, in conjunction with the Verbmobil project. In that connection, we gratefully acknowledge 
the support of the Bundesministerium fur Bildung, Wissenschaft, Forschung, und Technologie 
(Project VERBMOBIL) and the National Science Foundation (grant number IRI-9612682). We fur­
ther acknowledge the support of the UK Economic and Social Research Council (grant number 
R000222969 Phrasal Utterance Resolution in Dialogue). A first version of this paper was writ­
ten when the alphabetically first author was visiting the Department of Linguistics at Giiteborg 
University, supported by INDI (Information Exchange in Dialogue), Riksbankens Jubileumsfond 
1997-0134. The research reported here has been presented at HU Jerusalem, U Goteborg, and UC 
Berkeley, and at the 6th HPSG conference (Edinburgh). For their comments, we would like to 
thank in particular Emily Bender, Elisabet Engdahl, Dimitra Kolliakou, Carl Pollard, and Yael 
Ziv. The ideas presented here are elaborated in our book English Interrogative Constructions 
(forthcoming from CSLI Publications). 
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syntax and semantics. Such ambiguities have been ignored in most accounts of 
sentential meaning, although some researchers have suggested that that they fall 
outside the domain of grammar (see references below) . In this paper, we rebut such 
claims. We suggest that capturing such ambiguities poses a particularly tough chal­
lenge for certain lexicalist frameworks, e.g. highly lexicalized versions of HPSG and 
categorial grammar (e.g. Morrill 1994, Steedman 1996), which have yet to address 
the issue of how lexically specified types and general combinatory principles can be 
restricted to achieve construction-specific effects . Furthermore, we argue that these 
ambiguities present intrinsic difficulties for any purely modular syntax/semantics 
interface such as that assumed in much transformational work, where the input 
to semantics is a scopally disambiguated form ('logical form') whose derivation 
takes place independently of any contextual information (see e.g. May 1985, Chom­
sky 1995). The paper describes a grammatical system formulated within HPSG 
in which generalizations about phrasal types, characterized via constraints on the 
syntactic, semantic and contextual components of the sign, are captured by means 
of multiple inheritance hierarchies. The system offers a simple and comprehensive 
account of the variations in clausal meaning illustrated in (1). 

2 Reprise and Non-reprise uses of Wh--phrases 

We start by considering reprise uses. These have received short shrift in much 
recent literature. Either they are dismissed summarily as 'metalinguistic' and not 
genuine questions (see Cooper 1983, Janda 1985, and Engdahl 1986) or else they are 
assumed to involve an object of a different semantic type - Comorowski (1989,1994) 
follows Karttunen (1977) in suggesting that reprise questions denote a property of 
a property of a proposition. Our basic claim is that reprise uses are metalinguistic 
only in that the CONTENT that they give, rise to contains as a constituent the 
illocutionary force of the utterance that it reprises. Beyond that, as we will show, 
there is nothing going on - syntactically or semantically - that is fundamentally 
different from other uses of interrogative clauses. 
As shown by Comorowski (1989), most of the SYNTACTIC constraints on disloca­
tion of interrogative phrases (including the Coordinate Structure, Complex-NP, and 
Unit-Movement constraints) also apply to reprise uses - forms violating these con­
straints cannot be used for 'regular' uses, NOR CAN THEY BE USED TO REPRISE . 

An important set of data for our claim is that reprise sentences can be paraphrased 
and disquoted by ordinary uses of entirely 'normal' fronted interrogative sentences: 

(2a) A: You like WHO? paraphrase: Who did you say Uust now) that you like? 
(2b) (Context: B: Go home, Bo!) A: Go WHERE? 

paraphrase: Where did you order me (just now) to go? 
(2c) Who likes WHICH MOVIE? 

paraphrase: (?)Which movie did you (just now) ask me who likes? 
(2d) Tracy: You like WHO? paraphrase: Tracy was amazed at what I told her, 

so she asked me who it was that I had said I liked. 

We thus propose that the content of a sentence S0 used to reprise a sentence S can 
be specified as follows: it is a question whose associated open proposition has n (n 2: 
0) variables. The main relation of the open proposition is an illocutionary relation 
( assert, ask, order), which has two arguments: an utterer, filled by the individual 
whose turn immediately preceded the current speaker, and a message-arg, filled by 
a semantic object appropriate for the illocutionary relation. Moreover, the question 
presupposes a tight matching between Sand So's message-arg, namely that the for­
mer is an instantiation of the indices of the latter. With this in mind, we can now 
observe an ambiguity that occurs in interrogatives akin to that observed for declara­
tives above. Despite a long-standing assumption to the contrary in most generative 
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(E l·sh putatively contrasting with Chinese following Huang 1982), English 
work ng 1 • · • • t·fi d • (3 ) 

all for non-reprise unary m-s1tu wh-mterrogat1ves, as exemp I e m a 
ooES ow 1· bl • 

A Phrase such as (3b) which we argue to be app 1ca e to repnse uses , 
b low. para ' . 

e 1 t what (3a) means. An important contrast between repnse and non-. clear y no . . 
is . of in-situ wk-phrases is that the latter can either occur m the presence 
reprise uses • b 
of a dislocated wh-phrase, or else, i~ the abse~ce of any such phrase, 1t must e 

•. - d widest scope within a matnx declarative clause: ass1.,ne . 
(C t t . B· I'm sending the croissants to Barringers and the sourdough to Florentm.) (3a) on ex . • 
A: and the bagels you're ~;oing to send where\ 

(3b) Where did you say you will send the bagels to . 
(4 ) Bill assumes (that)/*wonders Jill met who? 
(4~) Bill wonders who exactly knows that Jill met ":'ho. 
(4c) Give who the book? (can be used ONLY t~ reprise.) 
(4d) Do I like who? (can be used ONLY to reprISe.) 

3 An HPSG Account 

W f llow Sag (1997) in expressing generalizations about the shared properties of 
eo • fh "' b ' diverse types of phrases, by classifying phrases not only m terms o_ t e1r x ar 

type (e.g. whether they are headed or not; if they are h~aded, w~at km~ of d_augh­
ters are involved, etc.), but also in terms of a further mformat1onal d1mens1on of 
clausality. Thus, each maximal phrasal type inherits both from a CLAUSALITY ty_pe 
and from a HEADEDNESS type. This classification allows us not only to recogmze 

distinction between clauses and nonclauses, but also to identify at least the fol­
fowing subtypes of the type clause: decl(arative)-cl(ause), inter(rogative)-cl(ause), 
imp(erative)-cl(ause), excl(amative)-cl(ause), core-cl(ause) and rel(ative)-cl(a~se). 
For purposes of this abstract, we discuss only decl-cl and inter-cl, wh1c~ are specified 
as in ( 5a, b). The effect of this specification is to establish a_ conventional correla­
tion, plausibly universal in nature, between clausal construction types and ~ypes of 
content which we analyze using a situation theoretic ontology based on Gmzburg 
1995a b'. Questions are treated in terms of feature structures like (5c), where the 
comp~nents are a set of PARAMETERS and a (parametric) propo_sition; t_he PARAMS 

set is empty for a polar question and non-empty for a wh-quest1on. Th~s approach 
to questions presupposes a non-quantificational view of wh-phrase meanmg (see, for 
example, Berman 1991, Ginzburg 1992.). We posit a type of clause - headed-i~t-cl 
- that is superordinate to most types of interrogative (see (5d)); The exceptions 
ignored here are elliptical sluiced clauses, which we assume to be unheaded.) . 

(5a) d[ed-d, [propo,ition]] H[vrnRM finl (5b) [•:::~:• (in)fin ] -

CONT SOA [TI - CONT IT] J CONT que.,bon 

(5d) hd-int-cl 

{[:;o;~;ition]l 
SIT s 
SOA SOil 

canon-int-cl is-int-cl 

pol-int-cl wh-int-cl repr-int-cl dir-is-cl 

The type headed-int-cl is characterized by the requirement that all its subtypes 
satisfy the Wk-Retrieval Principle (WHRP) give~ in (6) . This requires that the 
STORE value of a hd-int-cl be the head daughter s STORE value, mmus some set 
of parameters that are included in the clause's PARAMS set. Note that we inten­
tionally allow the set of retrieved parameters to be the empty set, a move whose 
consequences will be apparent below. The WHRP is the sole mechanism we assume 
for interpreting wk-phrases, whether dislocated or in situ. 
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(6) Wh-Retrieval Principle (WHRP) : 
hd-int-cl: 

[
STORE [I) ~ (ill ] 

[ roil --+ . . . H [ sTORE [Ill ... 
CONT PARAMS t.a,J ] 

For reasons of space we omit discussion of wh-int-cl and pol-int-cl, used to gen­
erate the familiar extracted wh-interrogatives and matrix polar interrogatives of 
English. Common to all in-situ constructions is the fact that they are headed 
by a finite indicative verb and cannot occur as the complement of an embedding 
predicate. A constraint capturing this characterizes is-int-cl - also a subtype of 
hd-only-ph (a non-branching headed phrasal type) . The constraint characterizing 
repr-int-cl is given in (7). It is used to analyze reprises by building a reprise content 
( as specified above) through identification of the content of the head daughter with 
that of the msg-argument of the open proposition, as well as the introduction of the 
requisite presuppositions: 
(7) repr-int-cl: 

CONTIPROPISOA [

QUANTS ( ) l 
[

illoc-rel l 
NUCL ~::~::: ~ --+ H[ CONT !:ill] 

{ 
prev-spkr( i), prev-utt(@l),} 

CONX subst-inst(@l,[ill) 

Thus, to interpret a reprise use of Who saw WHAT?, one constructs a inter­
rogative of type wh-int-cl with the parameter corresponding to WHAT remaining 
in storage. This phrase serves as the head daughter from which the reprise clause 
is built, the parameter being retrieved using WHRP. Hence, a content emerges 
corresponding to the content that would be assigned to a non-reprise extraction, 
including interrogative What did you ask who left? (if this were grammatical): 
(8) s 

[

que,tion 

PARAMS {1fj} 

CONT II] [ NUCl, 
PRDPISOA 

RESTR 

[ m -n ! ·] ll SEER J 
SEEN k 

{ person-rd (j)} 

NPj '8' 

[sTORE {71".J} ] [sTORE {w; ,nk)] 

V 

[ sTORE {1rj,1fk} ] 

w~ -• =n 
The type dir-is-cl is used to generate non-reprise in-situ constructions. The only 

constraint on this type which does not arise by inheritance is that the open propo-
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sition of the question content is identified with the content of the head daughter , 
which is hence required to be propositional. Thus (9) predicts without further ado 
facts such as the non-reprise interpretation of examples like (3a) and ( 4a) above 
and the impossibility of a non-reprise reading for ( 4c,d). 
(9) dir-is-cl: 

[sslLOc lc oNTIPROP ITl] _, H[coNT ITl] 

Finally, let us return to the examples in (1) . The regular propositional reading_ is 
analyzed as a proposition-denoting decl-head-subject-clause (roughly, the fam1har 
'S _. NP VP' l,sentential rule.). The 'intonation question' reading arises by taking 
the just mentioned decl-hs-cl as the head daughter of a dir-is-cl. Utilizing vacuous 
parameter retrieval, a polar question reading arises, as illustrated in (10) . ~sing 
decl-hs-cl as the head daughter in a repr-int-cl with vacuous parameter retneval 
results in the reading (ld) . Whereas, using dir-is-cl as the head daughter in a repr­
int-cl schema, in this case the clause in (10), yields (le) , schematically diagrammed 
in (11) . 
(10) s 

decl-hs-cl 
STORE { } 

STORE { } 

[

dir-is-cl 

question 

CONT [PARAMS 

PROP 

s 

proposition 

CONT Ill soA IQ""~ ( [ :: { ,.,. ........ «mU) }])I 
[
desperate-rel ] 

NUCL INSTANCE j 

The political situation 

V 

[sTORE { } ] 

is 

VP 

[ sTORE { } ] 
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AP 

[sTORE { } ] 

desperate 



l 

(11) s 
repr-int-cl 
STORE { } 

[

question 

'rn]l 

PARAMS { } 

CONT 

[
ask-rel 

PROP/soA/NUCL UTTERER 

MSG-ARG 

CONX { prev-spkr( i), prev-utt(@l) ,} 
subst-inst(@l,11]) 

s 
dir-is-cl 
STORE { } 

question 
PARAMS { } 

proposition 

CONT [II 

PROP IQUANTS 

SOA 

NUCL 

( [
the-rel ] )j INDEX j 

RESTR { politica_l-situation(j)} 

[desperate-rel ] 
INSTANCE j 

The political situation is desperate 
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Abstract 

Binding by implicit arguments. 

Alice G. B. ter Meulen 
University of Groningen, NL 

Pronouns require overtly asserted antecedents, but anaphoric definite 
descriptions do not. A game-theoretic account of anaphoric definite descriptions 
is presented where the antecedent is an implicit existential argument of a 
predicate in a preceding sentence, whose referent must be inferred. Verifier's 
claim that he has a verifying strategy for this inferred existential statement 
explains why pronouns cannot be bound by implicit arguments, until the 
Falsifier demands execution of that claimed verifying strategy. It is discussed 
how DRT, as representational dynamic semantics, and DPL, as compositional 
dynamic semantics, could differentiate between asserted, inferred and 
presupposed indefinites to account for these differences in their dynamic 
binding potential. Implicit arguments are linguistically economical as they avoid 
scope-disambiguation, force the inferred existential to remain in focus, and 
constrain the accommodation of presuppositions. 

1. The issue. 

Partee's well-known marbles-argument was originally intended to show that 
truth-conditionally equivalent statements may differ in dynamic binding 
potential (1 a, b ). 

(1) a. Nine of the ten marbles are in the bag. #It is under the sofa. 
b. One of the ten marbles is not in the bag. It is under the sofa. 

Pronouns require overtly asserted antecedents and do not allow antecedents to 
be derived by bridging inferences, as opposed to definite descriptions which 
presuppose the indefinite NP, entailed by bridging inference from the prior 
discourse (2). 

(2) Nine of the ten marbles are in the bag. The missing marble is under the 
sofa. 

The discourse in (2) is coherent, as the presupposition (3c) of the definite 
description the missing marble corefers with an entailed NP in (3b) of the prior 
asserted sentence (3a). 
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(3) a. Nine of the ten marbles are in the bag. 
c. One of the ten marbles is not in the bag. 
d. A marble is missing. 
e. It is under the sofa. 

Presupposed indefinites c~ a we~ familiarity requirement that may allow 
~hem to ~e resolved by matchmg NPs m the entailments of the prior discourse 
if there 1s no assert~d ante~edent (cf. Van der Sandt, Rob (1992)). As last 
~esort, presupposed mdefimtes get accommodated globally in case neither an 
mfe~ed_ antece~ent nor an asserted one is available, overruling their weak 
farmhanty reqmrement. 
The issue ad~resse~ i_n this paper is why the discourse in (la) cannot be 
recon_st~cted m a similar way by adding an entailment of the first sentence 
contammg an ~~cedent for the pronoun, analogous to (3) spelling out the 
c?reference ch,~.m. m (2). If (3b) were not inferred, but asserted, of course the 
discourse cons1stmg o( thr~e asserted_ clauses (3a) + (3b) + (3d) would be 
perfec~ly coherent. I~s1ght 1s needed mto the difference in dynamic binding 
potential of asserted, mferred and presupposed indefinites. 

2. Implicit arguments as antecedents. 

Relat~d . to _this difference in antecedents for pronouns versus definite 
descnphons 1s the fact that implicit arguments, e.g. agent-less resultatives as in 
(4), may serve as antecedents for definite descriptions, but again not for 
pronouns, as they are not asserted. 

( 4) a. John got his hair cut. The barber used a razorblade. 
b. John got his hair cut. #He used a razorblade. 

1 ~mp licit arguments are not _derived by_ brid~ing inferences, as they must already 
m some sens~ be present m the predicate s argument structure, but receive no 
overt expression. From the first sentence in (4a) we infer that someone other 
than John, cut John's hair, but this inferred indefinite NP cannot se~ve as 
anteceden~ [or the pronoun in (4b), though again it can corefer with the 
presupposition of the definite description the barber in (4a). 
Any_ sys~em of dynamic inteiyretation must explain why the active form (5a), 
readd!'. mferred from. the first sentence in ( 4a, b ), with an existentially 
quantified overt ag~nt is_ apparently u!1~ble to bind pronouns in discourse, but 
does resolve the ex1stent1al presuppos1t1on of the definite description (Sb). 

(5) a. Someone cut John's hair. 
b. The barber who cut John's hair used a razorblade. 

~f inferr~d indefini~e NPs are su~posedly static, they do not simply update the 
mformation state hke asserted mdefinites do, which introduce new discourse 
ref~rents. In~erred_ indefinites do, however, introduce a reference marker with 
wh1~h the ex1~t~ntial pr~supposition of a definite description may be resolved. 
Addmg appositive relative clauses to pronouns as in (6) does seem to create 
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h ent discourse, at least with an appropriate prosodic contour of H*LL% on co er 
its subject NP. 

(6) John got his hair cut. He who cut John' s hair, used a razorblade. 

This calls for a refined account of the dif!' eren~e:s in anaphori_c potential of 
sserted, inferred and p~e~upposed mdefm1tes, c_onstr~mts on the 

a commodation of presuppos1t1ons and the effects of high pitch pronouns, 
;~oviding new insights into the information structure in natural language. 

2. A game-theoretical account of implicit arguments. 

In game-theoretical semantics implicit arguments are not to be interpreted by a 
move where the Verifier picks a referent, as ordinary asserted indefinite NPs 
would be. Instead, the Verifier should claim that he has a winning strategy in 
which he can pick a suitable referent no matter how the ensuing game may 
develop. The Falsifier is accordin~ly ~~titled to call upon the _Ye~fier at any 
later point to play the game for the 1mphc1t argument and dete~ne its referent. 
This kind of meta-move, to my knowledge not before used m GS for natural 
language, constitute_s a_ significant exte~sion . of the powe~ of the semantic 
interpretation, as 1t mtroduces an mtens1onal d1mens1on as well as 
indeterminacy into the moves. GS so extended is not any longer equivalent to a 
first order predicate logic. Of course, Verifier may indeed have a verifying 
referent at his disposal at the point where claims he does or at any later point, 
but he does not introduce it into the game as element in the common ground. 
Verifier may claim he is able to provide the referent, even when he does not or 
not yet know who it is, or, in the worst case, know there is none. The Falsifier 
is in a genuine imperfect information situation, as he cannot determine which of 
these three situations the game is in. He may decide to trust the Verifier and 
proceed with the game, or he may want to play it safe and call for the Verifier to 
execute the claim right away and provide the referent. What Falsifier should do 
is not determined by any linguistic input. It is Falsifier's own choice to proceed 
or to take the time to get Verifier to supply the referent of the implicit argument. 
This introduces indeterminacy into the GS rules and leaves room for notions 
such as trust, past experience or interpersonal skills to determine how to 
proceed with the game. It also means that the reversal of roles triggered by 
negation may burden players with prior commitments associated with the other 
role that they may not necessarily be able to act upon. 
The game for the definite description in the second sentence makes the Verifier 
add its descriptive content to his previous claim that he is able to provide a 
suitable referent at any point, adding that Falsifier may try to pick another 
referent with the same properties (uniqueness condition). But a pronoun in the 
second could not be processed, unless the referent for the implicit argument is 
first provided. To interpret a pronoun in GS rules a referent must have been 
made available. 
To illustrate the GS account of implicit arguments, consider the analysis of (4a) 
above. The play starts with Verifier picking a referent for the proper name 
'John ' and the referent for 'his hair'. He then claims that he has a winning 
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strategy for the game played by interpreting 'someone cut it', where the 
pronoun corefers with the NP 'his hair' already played. But Verifier does not 
play that game unless Falsifier demands it. The final step is relating the 
available referen!s by the predicate 'get' to a temporal reference point in the past 
of the speech time. The second sentence is played by Verifier adding the 
descriptive content of the definite description to his claim that he has a winning 
strategy for 'someone cut it', so that he now claims to have a winning strategy 
for 'someone cut it and he is a barber'. The remainder of the second sentence is 
played according to standard GS rules. This example will be presented in more 
detail in the talk. 
If Falsifier wants Verifier to validate his claim and actually present the referent, 
the discourse may be continued with a coreferential pronoun. This would be 
equivalent to the coherent dialogue in (7), where A is the Verifier and B the 
Falsifier. 

(7) A: John got his hair cut 
B: Oh, who cut his hair? 
A: Max did. He used a razor blade. 

The idea that staking claims on winning strategies at certain points in the game 
adds a realistic flexibility to GS for Natural Language, as ordinary information 
exchanges often are too fast to take the time to reduce what is said to a purely 
extensional level where referents are picked and relations between them are 
established. 

3. Implicit arguments in DPL and DRT 

Other model-theoretic systems of dynamic semantics could also be adapted to 
offer explanations of binding by implicit arguments. Since in DPL all logical 

1 constants can be interpreted either statically or dynamically, inferred indefinites 
should be treated as static using only ordinary individual variables. 
This would explain why (5a) is inferred from (4a), but lacks dynamic binding 
potential (4b). The resolution of definite descriptions 'activates' the static 
existential, identifying a newly introduced discourse variable for the 
p~es1.:1pposition with that static individual variable, creating the dynamic 
bmdmg. The full paper presents more technical details, but also raises the 
question whether a compositional account may be given of implicit arguments. 
Alternatively, a DPL simulation of the claimed winning strategy in GS would 
be to ensure with a modality ranging over possible updates of the given 
information state, that every extension of the current assignment for (4a) could 
be extended to verify (5a). Resolving an anaphoric definite description would 
then amount to modal subordination. 
In DRT implicit existential arguments cannot introduce an accessible reference 
marker, to avoid binding discourse pronouns. The inferred information should 
always introduce conditions in a separate DRS under a inference operator INF, 
interpreted episternically as quantifying over all extensions of the given 
verifying embedding, to render these inferred reference markers inaccessible. 
Alternatively, inferred information could create an improper DRS, where an 
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undeclared ~eference marker is used in the_ conditi~:ms. Accommodating the 
resupposit10n would then amount to declanng the mferred reference marker 

Pnd using it to bind the presupposition in the van der Sandt style 
accommodation. But this would certainly require fundamental modifications in 
the core concepts of the toolkit of (S)DRT. 

4. The efficiency of implicit arguments 

Implicit arguments are s~own ~o p~omote efficient ~nformation-packag~ng, as 
they circumvent scope-d1samb1guat1on and constram the accommodation of 
presuppositions. From (8a) we infer (8b), but not the active counterparts (8c, 
d) unless the assignment is already constrains the referent for the indefinite to a 
udique one, independent of the choice of student. 

(8) a. Every student got his hair cut. The barber used a razorblade. 
b. Every student's hair was cut by someone. 
c. Someone cut every student's hair. 
e. There was someone who cut every student's hair. 

Existentially quantified implicit arguments reside within islands created by 
universal, i.e. left-decreasing NPs and provide inferred antecedents for definite 
descriptions in subsequent discourse. So (8a) may describe a situation where 
different barbers all used razorblades in cutting hair of different students. The 
definite description is hence not uniquely referring in an unrestricted domain, 
but the quantifier in the preceding sentence functions as restrictor of the domain 
within which the barber is the only barber, i.e. the restrictor of a sentence may 
continue to provide constraints on the domain of the next sentence in order to 
get definite descriptions to be locally uniquely referring. This connects to the 
issues of topic/focus differences in active and passive sentences which are 
considered beyond the scope of the current paper. 
Right-decreasing subject NPs or negated VPs block the resolution of the 
definite description with the implicit argument, forcing the global 
accommodation of its presupposition (9). 

(9) No student got his hair cut. The barber was on vacation. 

In interpreting (9) there is no access to the inferred referent of 'someone who 
cut a student's hair (for each student)', as the negation creates a block to 
merging the definite description with it, even in the static domain. Hence the 
definite description provides a presupposition which is accommodated globally 
and only one barber is assumed to be on vacation. Implicit arguments are, like 
asserted indefinites, inaccessible within a negative nuclear scope, even for 
binding presuppositions of definite descriptions. 
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5. Conclusion 

This paper is intended as a case study in the differences in binding potential of 
asserted, inferred and presupposed indefinites in dynamic semantics. As the 
current state of the art in the various toolkits of dynamic semantics have not yet 
taken such differences into account, they may require some adjustments in basic 
notions to account for the observations. As a subsidiary, but no less intended 
effect, this paper has tried to demonstrate that GS semantics provides a rather 
nice heuristically useful set of tools and concepts to help understand the 
int~raction between verification and falsification of information exchanges, 
which probably can be transposed to other systems of dynamic semantics 
without too much difficulty. 
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Abstract 
This paper investigates the formal pragmatics of ambiguous expressions 

d rng ambiguity in a multi-agent system. Such a framework allows by mo e 1 . . h • d 
• a more refined notion of the kind of mformat10n t at 1s conveye us to give . . k I d 

b ambiguous expressions. We analyze how amb1gmty affects the now e ge 
0[ the dialog participants and, especially, what they know about e_ach ot~er 
f ambiguous sentence has been uttered. The agents commumcate with ater an . • • t · d 

each other by means of a tell-function, whose apphcat'.o~ 1s cons ratmte 
by an implementation of some of Grice's maxims. The_ m,ormat10n s a es 
of the multi-agent system itself are represented as ~ Knpke structures and 
tell is an update function on those structures. This fr~mework enables us 
to distinguish between the information conveyed by ambiguous ~entenc_es ~s. 
the information conveyed by disjunctions, and between semantic amb1gmty 
vs. perceived ambiguity. 

1 Introduction 

The ambiguity of natural language poses problems _for_ any for~al theory wit~in 
L• ·sti·cs Philosophy Cognitive Psychology or Artificial Intelhgence. If one tnes 

mgm ' ' · · d' t I t p a formal framework dealing with ambiguous express10ns, one 1mme 1a e Y 
to se u f b' . t H ho Id faces interesting fundamental questions about the nature o am 1gm y: . ow s. u 
the formal semantics of an ambiguous expression be defined? W~at 1s th~ mfor­
mation conveyed by ambiguous expressions? When is an express10n perceived as 
ambiguous? The last question is relevant since speakers are often not aware of the 
fact that they have said something which is ambiguous. . . . 

These questions show that ambiguity mainly becomes relevant m s1t~at~~ns 
where more than one person is involved. In this paper, we analyze when a~b1gmt_1es 
arise by looking at a multi-agent system, where the agents also comm~mcate :W_1th 
ambiguous statements. Analyzing ambiguity in a multi-agent system 1~ prom1s1~g 
since it allows us to create an artificial dialog situation where the environment is 
clearly defined and the issues mentioned above can be analyzed under sterile con­
ditions. 

Additionally, multi-agent systems are not only interesting as a tool for ~em~n­
ticists to formalize some pragmatic aspects . Existing multi-agent commumcat10n 
languages like KQML (Labrou and Finin 1994) and ACL (FIPA ~999) use some 
of Grice's cooperative principles (Grice 1989) to define the semantics of the agent 
language and make use of pragmatic notions stemming from spee~h ~ct theory ( cf. 
Searle 1969) to implement more complex forms of agent commumcat1on. 

2 A Multi-Agent System with Ambiguity 

The framework as it is proposed here, is to some extent similar to the contextual 
approach of Buvac (1996) , who also uses a modal logic to formaliz_e ambiguity. On 
the other hand, his approach is restricted to a single-agent scenario,_ and th~refore 
not appropriate to answer the questions we mentioned in the precedmg section. 
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2.1 The Framework 

The scenario is very basic. Each member of a group of n agents knows some facts 
about the world and the other agents. The only action taking place, is that one of 
the agents tells a group of other agents what he knows. Is is assumed that he only 
tells things that he knows to be true and that the other agents do not doubt what 
he is saying. Two agents might differ in what they know, but for simplicity, it is 
assumed that their knowledge is non-conflicting. 

To model the information state of the agents, we use valued rooted Kripke 
structures (!m, w, V) : !m = (W, {Ri}iEA, A), w E W, and Vis a valuation function, 
V : W ➔ IP'2 , IP'2 being the powerset of the set of propositional variables II'. As 
usual, W is a set of possible worlds, A a finite set of Agents, and { Ri}iEA is a set 
of accessibility relations between worlds for each agent i E A . We say that wRiw' 
if agent i considers world w' possible in world w. Knowledge is expressed by a 
set of modal operators {Ki}iEA, where (!m,w) p= Ki<p iff (!m,w') p= <p for all w' 
such that wRiw' . In the sequel, we sometimes omit the valuation: (!m, w) p= <p iff 
(!m, w, V) p= <p, for arbitrary V. 

Group knowledge (E) and common knowledge (C) are defined as in Fagin et al. 
(1995) : (!m,w) F Ea<p iff (!m,w) F AiEGKi<p and (!m,w) F Ca<p iff (!m,w) F 
Ea(<p I\ Ca<p). Information structures are fully introspective and serial; i.e., they 
are in KD45n: For all w E W and i EA it holds that 

(D) (!m, w) p= ,Ki1- (seriality) 

(4) (!m,w) p= Ki<p ➔ K;K;<p (positive introspection) 

(5) (!m, w) p= ,K;<p ➔ K;,K;<p (negative introspection) 

The agents are endowed with very limited communicative capabilities. In fact, 
the only communicative acts are of the form tell(i, G, S), which is defined as 
follows: 

Definition 1 (tell) tell is a function from valued rooted Kripke structures to 
valued rooted Kripke structures. It can be seen as an update function . Additionally, 
tell has three parameters, (i, {G},S), wherei is an agent (the speaker), G ~ A\{i} 
is a group of agents (the hearers),1 and Sis a natural language sentence belonging 
to some (not further specified) fragment Leng of English. 

Although being desirable, it is not possible in the proposed framework that 
two communicative acts take place at the same time. Allowing two or more tell­
actions to take place at the same time, would require parallel updating. Again, for 
simplicity, we do not consider this possibility. 

A function T from J:,•ng to £,PLO (propositional logic) generates the possible 
semantic representations of S. Actually, r(S) returns the set of equivalence classes 
of the readings, such that readings which are equivalent belong to the same class. 
(1.p] indicates the equivalence class <p belongs to. 

Definition 2 {Semantic Ambiguity) If S E Leng, then S is said to be seman­
tically ambiguous iff lr(S) I > 1, i.e., there are at least two non-equivalent ways to 
represent the semantics of S. 

The fact that s is semantically ambiguous does not mean that it is also perceived 
as ambiguous by the speaker or the hearer(s), cf. Poesio (1996). In Section 2.2, we 
will see how to define the difference between semantic and perceived ambiguity 
formally. 

1 The restriction that the speaker is not part of the group of hearers is mainly due to formal 
convenience, as it simplifies the implementation of some of the cooperative principles. 
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We are aware of the fact that propositional logic is not expressive enough to 
be an appropriate representation language for the semantics of natural language 
utterances, but this restriction allows us to blend out further intricacies that can 
arise in a multi-agent system for natural language dialogs (see, e.g., Francez and 
Berg 1994), so we can focus on issues that are strictly related to the problem of 
ambiguity. 

2.2 Implementing Cooperative Principles 

Before we discuss in more detail how ambiguity is treated, we pose some general 
constraints on the execution of communicative acts. These constraints are based on 
Grice 's maxims, cf. Grice (1989), and can be considered as a partial implementa­
tion of Grice's maxims in a multi-agent system, see also Labrou and Finin (1994) 
and FIPA (1999) for different ways of integrating Grice's maxims into an agent 
communication language. 

Definition 3 ( Cooperative Principles) Given a valued rooted Kripke structure 
of the form (!m, w, V) representing the current information state, the following 
constraints are imposed on the application of tell. If tell(i,G,S)(!m,w, V) = 
(!m' , w' , V'), then :3(1.p] E r(S) such that 

(i) (!m, w, V) F Ki<p 
Maxim of Quality: do not say that for which you lack adequate evidence. 
This is implemented by requiring that a speaker knows that at least one of 
the readings of S is true. 

(ii) (!m, w, V) F K;,C{i}ua<p 
Maxim of Quantity: make your contribution as informative as is required 
for the current purposes of the exchange. Agent i knows that at least one 
reading of S is not part of the common knowledge. 

(iii) 'v'(v,] E r(S)\{(1.p]}(!m,w, V) F Ki(C{i}UGV' V c{i}uG·V') 
Maxim of Manner: avoid ambiguity. Agent i knows that it is common 
knowledge amongst the speaker and the hearers that either all readings v, of 
S, such that (v,] i= [1.p], are true (and therefore uninformative) or false (an 
therefore conflicting). 

(iv) (!m',w', V') F c{i}uGl.p 
Grounding Criterion: After telling S, <pis common knowledge of the hear­
ers and the speaker (i). 

Similar to Labrou and Finin (1994), these conditions are divided into pre­
conditions that have to hold before a communicative action can be executed (i.e., 
before updating the original Kripke model) and post-conditions that describe what 
has to hold afterwards. 

(i)-(iii) are the pre-conditions of applying tell to a valued Kripke structure. 
(iv) is the post-condition, where the speaker's contribution is added to the common 
knowledge, see e.g. Clark and Schaefer (1992). 

Updating in a multi-agent system where the pre-conditions (i)-(iii) are imple­
mented as hard constraints will always yield a resulting state which satisfies the 
post-condition (iv). I.e., although the agents can communicate with semantically 
ambiguous sentences, it cannot happen that such a sentence is also perceived as 
ambiguous by the hearer(s). 

On the other hand, if the pre-conditions (i)-(iii) are implemented as default 
constraints, and, for instance, the Maxim of Manner is violated by a speaker, the 
Grounding Criterion is not guaranteed to hold. 
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Definition 4 (Perceived Ambiguity) Let S be a semantically ambiguous sen­
tence, as defined in Definition 2, tell(i , G,5)(001,w, V) = (001' , w' ,V') , and the 
following conditions hold: 

l. (001', w' , V') I= ,C{ i}uG'P 

2. (001', w', V') I= E{i}ua(V[cp]ET(S) c{i}ua'P) 

Then, we say that S is perceived as ambiguous. 

Detection of ambiguity is also important for building intelligent dialog systems, 
because it can inform the system to apply repair strategies, cf. McRoy and Hirst 
(1995). 

This illustrates also the difference between ambiguity and disjunction. If an 
ambiguous sentence S is treated the same way as the disjunction of its m readings 
V~i 'Pk, it would result in a weaker post-condition of the form (001', w', V') I= 
C{i}UG v::=i 'Pk · 

Finally, we mention another important constraint on updating, namely the 
preservation of known facts. 

Definition 5 (Information Increase) Let {K;}iEA be the set of finite concate­
nations of elements of {K;};EA, including the empty sequence E. If K E {K;}:EA 
and (001,w, V) I= K'P, then tell(i,G,S)(001,w, V) I= K't). 

This definition of information increase, which is a more general reformulation of 
Groeneveld's descriptive information increase, cf. Groeneveld (1995) . 

2.3 Updating with Ambiguous Information 

Let us consider an example. The Kripke-structures depicted in Figure 1 and Fig­
ure 2, represent the information state of Agent r and Agent 2, respectively.2 We 

1 restrict ourselves to two propositional variables p and q. Agent 1 does know that p 
holds, but is uncertain about the truth of q. In addition, he does not know whether 
Agent 2 knows p or q, or whether Agent 2 knows whether Agent 1 knows p or q, 
etc. 

1,2 

w 

Figure 1: A Kripke model representing the information state of Agent 1 

More formally, the following holds : 

l. (001, w, V) I= Kip I\ ,Kiq 

2. (001, w , V) I= ,KiK2(C{i ,2}P V C{l,2}Q) 

Agent 2, on the other hand does know: 

2 Note that both figures belong to the same Kripke structure. The split-up is entirely due to 
space limitations. 
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w 

Figure 2: A Kripke model representing the information state of Agent 2 

1. (9Jt, w, V) I= K2(p I\ q) 

2. (9Jt, w, V) I= ,K2 (Kip V Kiq) 

If Agent 1 tells Agent 2 that Sis the case, where T(S) = {p, q} , then the model 
in Figure 1 and Figure 2 has to be updated with tell(l, {2}, S) . Again, focusing 
on the information state of Agent 1, this results in the Kripke-structures displayed 
by Figure 3 and Figure 4. 

Figure 3: The information state of Agent 1 after updating with S 

Having told S to Agent 2, Agent 1 knows that Agent 2 either knows that p holds 
or that he knows that q holds, i.e., tell(l, {2}, S)(001, w, V) I= Ki (K2p V K2q) . 

Figure 4: The information state of Agent 2 after updating with S 

Determining the resulting information state of Agent 2 is a bit more complex. 
First of all, to which extent should Agent 2 obey the cooperative principles? We 
know that Agent 1 violated the maxim of mariner, but Agent 1 does not know that. 
For simplicity, we assume that the hearer(s) give the speaker full credit, which 
means that they think that the speaker obeys all cooperative principles. 

Turning to Figure 4, there are four possibilities, two for each reading of S. Either 
Agent 2 thinks that Agent 1 intended to say p, because he is uncertain about the 
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trutd~ of q oSr because he knows that q is not true; and analogously for q the other 
rea mg of . ' 

3 Conclusions 

We have seen that, to some extent, ambiguity can be modeled in a multi-a ent 
?ste;. I~ be~ame also clear that this is certainly a non-trivial task involvi!g a 
ot O mtnc~c1es,. mos~ of which we have simplified in this paper. Tbe presented 

~ramewor~ 1s mamly mtended to give a rough idea how to formalize ambiguity 
m a multi-agent system, where ~everal extensions are still needed. In particular 
we mtend to put future efforts mto tackling two problems. How to extend th~ 

b
frar_new

1
ork to first-order (dynamic) logic, and which other pragmatic principles can 

e imp emented? 
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vtre 

Interaction between modalities 
this paper we are concerned with the formal semantics of modal interaction in 

!scourse. Typical examples of modal interaction are cases of modal subordination, 

as in: 
(2a) A lion might come in. 
(2b) It might eat you first. 
(2c) It might choose me instead. 

(la) A lion might come in. 
(lb) It would eat you first. 
(le) It might eat me later. 

The surface form of these examples reminds us of the following formulas: (1) ◊p I\ 
□ q I\ ◊r; (2) ◊p I\ ◊q I\ ◊r. But a second look shows that the best approximation 
in ordinary modal logic of the meaning of the examples would be: (1) ◊p I\ (p-> 
□q) I\ (p I\ q -> ◊r); (2) ◊p I\ (p -> ◊q) I\ (p -> ◊r). We see that 'below 
the surface' there is a lot of interaction between the modal expressions in discourse: 
the conditionalisations in the representations show that modalities are evaluated in 
context . The appropriate context is provided by previous modalities . In a standard 
modal representation language this causes a discrepancy between surface form and 
meaning that provides a serious challenge for formal, compositional semantics. 
Intuitively the interaction of modal expressions seems to work as follows: each 
modal expression selects a context for its interpretation and produces a new context 
for the interpretation of modal expressions in subsequent discourse. Hence, modal 
expressions behave both like anaphors and like antecedents. (We find similar views 
in (1), (2), (3) and (5).) This intuitive account of the phenomena suggests that 
a formalisation in dynamic semantics is appropriate: after all dynamic semantics 
is motivated by the semantic interaction between distinct parts of discourse, in 
particular between antecedents and anaphors . Here we see that the interpretation 
of modal expressions involves a flow of information that is another striking example 

of discourse dynamics. 
We discuss two ways of formalising the intuitive explanation, both in dynamic 
semantics. First we use a representation language with indexed modalities. We 
will give an update semantics for this language. Then we develop an alternative 
representation using a 'flat', string language. This language is interpreted in the 
algebraic style of (8). We will see that both ways of representing the interaction of 
modalities works for the examples. We generalise this initial comparison of the two 
approaches by giving a systematic way of translating the update language into the 
algebraic setting in such a way that meaning is preserved. The flat representation 
has the additional advantage of making the dynamics involved in the interpretation 
more explicit , thus providing, as it were, a rational reconstruction of the update 

functions. 

Indexed modalities 
First we investigate the representation of modal interaction in discourse by means 
of a language with index modalities. We extend a simple modal language by adding 
indices to the modalities. These indices indicate the interaction between modal 
expressions. A typical formula looks like: ◊~ ( q'>), where the subscript j indicates 

1The research for this paper was supported by NWO, the Dutch Foundation for Scientific 

Research. 
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which context is selected and the superscript i shows which (new) context is intro­
duced. This language obtains an update style interpret ation (as in (4)) : meanings 
of formulas are update functions on information states. Suitable information states 
are built from a set of possible worlds W . Each state is of the form (I , V ), where 
I ~ W is the current/actual state of information and V : IND -, Pow(W) assigns 
an alternative context of information to each of the indices i E IND. The crucial 
clause of the update interpretation is as follows: 

(J , V)[◊i(rp)] = { (J,V') in case_((V(j),V)[¢])0 # 0 
1 (0, V') otherwise 

Here V' differs from Vat most on i and V'(i) = ((V(j) , V)[¢])0 . Thus a modal 
expression checks whether in V(j) the formula ¢ can be processed succes.fully. 
If this is so, the result will be that ((V(j) , V)[rp])o (i.e. , the first component of 
(V(j), V)[¢]) is not empty. Note that we are testing in V(j) and not the current 
state of information, I . But the formula does no only perform a test on V(j), 
there is also some dynamics involved: the index i obtains a new value, available 
as a context for the interpretation of subsequent modalities. This is the formal 
counterpart of the informal explanation of modal interaction given above. 
Now the second example reads as: ◊{p I\ ◊jq I\ ◊tr, indicating that both (26) 
and (2c) are to be interpreted as tests on situations where a lion has come in. This 
produces roughly the same truth conditions as the best approximation in ordinary 
modal logic, but with dynamic side effects and without the annoying incongruence 
between the surface forms in natural language and formal language that we saw 
above. (Consult (5) for a more detailed discussion of the update semantics.) 

Monoidal interpretation 

The second formalisation of modal interaction in discourse follows the monoidal 
approach of (8) . The general format of the mo11oidal approach is that it uses a 'flat' 
representation language that consists of finite strings over an alphabet ALPH. Ele­
ments of the alphabet correspond to basic actions in (computer) memory: opening 
a new file , checking one value, etc . These basic; actions are represented formally in 
an algebra with an associative operation, i.e., a monoid. We will call this monoid: 
m-STATES, and its operation: the merger. 
The m-STATES play two roles. First, they serve as meaning objects, i.e., they are 
the things that expressions denote. Secondly, they stand for cognitive states: the 
state of mind of the hearer who is interpreting the text . m-STATES can be combined 
using the merger, which we will write as • · The merger can be used to compute 
complex meanings by the recipe: [¢ • 1/i] = [¢] • [1/i]. But the merger also serves 
to compute the update behaviour of a string on a cognitive state. The relation of 
this style of dynamics with other approaches in dynamic semantics is as follows: the 
common goal of all approaches to dynamic semantics is to make explicit some of the 
procedural details relevant to natural language interpretation. In (8) this is taken 
to the limit: procedural details have to be spelled out until we reach the stage where 
no complex operators are left. All that remains is a string language interpreted in a 
suitable monoid of m-STATES. This would become a tiresome exercise if we had to 
do it over and over again, each time we want to add some new phenomenon to our 
fragment. But fortunately (8) provides a systematic method for combining partial 
results , thus ensuring a sufficient degree of modularity. This means that , once the 
basics of the interpretation of several distinct phenomena has been implemented in 
the monoidal set up, a systematic way of combining the distinct accounts is auto­
matically available. (Consult (8) for more details .) 
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In the monoidal account of modal interaction the alphabet will be: 

ALPH = {..l,<J,,1>, } U{<l}: i,j EIND}U{t>j: i,jE IND} U {EB;,0i : iE 
JND} U {p : p E PROP}. 

As before ..L and the p E PROP are the basic formulas , expressing truth conditional 
information. The elements <J, and C>, demark the scope of a negation and <Jj and C>j 
do the same for modalities . So, we use, for example, the string <J, • p • 1>, to express 
the negation of p. EBi and 0; are auxiliary characters and will be explained later 

on, 
The string language is interpreted in a universe of m-STATES . For the interpretation 
of modal interaction we use m-STATES of the form: (X, F ). X is a set of finite 
stacking cells, as introduced by Visser and re-explained in (6). We have one finite 
stacking cell for each variable name in VAR = IND U { val} U { l, n 1 , n 2 , m} . Here IND 
is as above, val stands for the current information state and the other identifiers are 
auxiliary. i,From X we obtain a set R"Jc that contains for each x E VAR the set of 
the memory locations that are relevant for the variable name x . One location will 
contain the current value of x , but there may be more locations around, for previous 
values of x , for example. Fis a set of mappings from R"Jc to sets of possible worlds: 
F represents the truth conditional information that we have. 
There is special notation for some basic m-STATES that are used for elementary 
actions on the memory locations connected with the identifier x . We give some 
informal explanation. 

id; : its R+ -set contains only one location, for the current 
value of x : R+ = { Xstl}. There are no value-restrictions, 
so F consists of all mappings from R+ to Pow(W) . 

push;: very much like id; , but now R+ = { Xpul} , a new 
location for a fresh value of x . No value restrictions. 

pop!: very much like id;, but now R+ = {xp01 }, a location 
for the previous value of x . Again no value restrictions. 

newx = pop! • push; : used when an old way of using x is exchanged for a 
new use of x. Hence two locations for x are involved: 
R+ = { Xpol , Xpud · No value restrictions. 

The notation convention for the referents in R+ is such that the name indicates the 
identifier the location is associated with, as well as the status of the information in 
the memory location. For example, Jstl reads as: the current value of j; ipul as: the 
new value of i . By merging with these m-STATES we obtain the effect indicated by 
the informal explanation. For example, merging with push; will introduce a new 
memory location for a fresh value of x. And a merger with newx has the combined 
effect of getting rid of, Xpol, an old location for x and reserving a new one, Xpul . 

There are also basic m-STATES that just introduce value restrictions on the current 
value of variables. For these we have notation x = t, the m-state that restricts the 
value of x tot . For example: x = y has R+-set {Xst1 , Yst1} and its F-set consists 
of those mappings f : R+ -> POW(W) such that f(x) = f(y) . Merging with the 
m-state x = t has the effect of restricting the current value of x as indicated by t . 

Combining such basic m-STATES we obtain all the required effects . For example, 
merging with push;• x-= y, has the result of introducing a new memory location 
for x and setting its value equal to the current value of y . The full details of the 
proper definition of them-STATES and their merger are in (6) . 
Each of the symbols in the alphabet ALPH gets an m-state as its interpretation. The 
interpretation of longer strings is then obtained using the (associative!) merger of 
m-STATES . The basic interpretations are: 
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[p] 
[J_] .­
[<1 ,] .­
[1>, ] .­
[EB;] := 
[0 ;] := 

[<J)] 

[t>j] := 

pusht • (l = (V(p) n val)) • new val • (val= l) • pop1 

newva! • (val=0) 
push!, • ( n 1 = val) 
push!2 • (n2=val) • newval • (val=(n1\n2)) • popn2 • POPn, 
pusht • (l=i) • push; • (i=l) • pop1 
pop; 
pusht, • ( m = val) • newva! • (val= j) 

. { 0 ¢ (i=0) 
new; • (i=val) • newval • (val= m ¢ (i#0) 

A typical representation of a natural language modality in the string language looks 
like: <JJ • </> • 1>J, where <JJ and 1>1 indicate the the scope of the modality. The use of 
indices in the subscript and superscript is as before. Now example (2) above can 
be represented as: <JJ • p • 1>.i • <Jf • q • 1>f • <1\ • r · 1>\ This formula is interpreted as an m­
state, (X,F), that has R{ = {valpul,jst1,ipu1,kpu1,lpud- Each element in R{ is 
a location in memory. F consists of exactly those mappings f that assign: to ipul the 
p worlds in J(jsn); to kpul the q worlds in f(ipu1); to lpul the r worlds in J(ipu1) ; 
to valpul either 0 or W, depending on whether one of f(ipu1), f(kpu1), f(lpu1) is 
empty. 
This is just the sort of information state suggested by the informal explanation in 
the introduction. Hence we now have two ways of formalising the interaction of 
modalities in discourse in such a way that the outcomes they produce for example 
(2) follow the informal explanation we started from. In the next section we provide 
a general comparison of the approaches, supported by a formal result. 

From updates to monoids 

In this section we want to compare the two approaches formally. We give a way 
of mapping each information state (/, V) from the update semantics into a corre­
sponding m-state ( (/, V) )° in the algebra of m-STATE's . Then we can use a mapping 
, - )a for translating formulas from _the update language into the string language. 
For example: (◊1p)a = <Ji • p • 1>1. Once we will have these two mappings, we 
can check formally that updating and merging always amount to the same thing, 
modulo the translation and the embedding. Regrettably there is no room to provide 
all the details of the mappings involved. (More can be found in (6).) But perhaps 
the following selection of details suffices to get across the general ideas and some 
complications we meet. So let's look at some details. 
First we consider the translation of the update language, Lm say, to the string lan-
guage, La- Here the basic idea is to map ◊1¢ to <J.i • </J • 1>; and ,</J to <J, • </J • 1>,. There 
is a complication, however, caused by the limits on the external dynamics in the 
semantics of Cm: ◊1 ¢ introduces a new value for i, but in nested occurrences, as in 
,◊1¢ and ◊i ◊1 ¢ this dynamic effect is overruled. Only outermost occurrences of 
◊s introduce new values for indices. But internally there is no limit on the dynamic 
interaction: inside ◊i(◊1p I\ ◊7'q) a new value for i has to be passed on for the 
evaluation of q. In the translation we overcome this complication in two steps: (i) 
normal forms for the formulas of Lm are introduced, systematically re-bracketing 
formulas of the form¢/\ ('ljJ I\ x) to (</JI\ 'ljJ) I\ x; (ii) an auxiliary translation (-l 
is used, that blocks dynamic effects. This is where EBi and 0i come into play: they 
help to regulate the blocking and de-blocking of dynamic side effects. In the end 
we will get translations: 

(◊icp)a 

(◊i◊jp)a 
(oUo.tP I\ ◊7'q))a 
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whereby w~ make sure that there are no lasting dynamic effects on i and m . Full 

details are m (6). 
W omplement the translation (- )a by a natural embedding ( - )a that sends the 
. ; crnation states from the update setting to the m-STATES of the monoidal set up: 
1ruor + l . c h • d · I , V)° = (X, F) is such that the Rx-set has one memor! ocat1?n ~or eac m ex m 
( D and one for val . F restricts the values of these locat10ns as md1cated by (I, V): 
1~ value of val will be restricted to I, the value of i E IND to V(i). Here we see 
\: double role of them-STATES : they correspond to cognitive states, which is why 
t e can embed the information states of the update setting in m-STATES. But they 
~ 0 serve as denotations of formulas, which is why it makes sense to translate the 
;0:mulas with update modalities to formulas of the string language. The combined 
claim about the translation and embedding is that: 

(/, V)a • [</>°] = ((!, V)[</J])° 

for each ¢ E Lm- This means that the effect of the translation </>a in the algebraic 
setting, is the same as an update with <p in the update semantics. This general re­
sult implies that the flat representation language matches the modal language qua 
'empirical coverage': (-)a turns any suitable representation in the language with 
indexed modalities into a suitable representation in the string language. However , 
the algebraic approach has some additional advantages: it gives an explicit and 
precise account of the underlying dynamics. This is both h~uristically and compu­
tationally attractive: it forces us to avoid updates by magic and hence ensures a 
level of computational realism that update semantics per se does not offer. 

Conclusion 
We have discussed examples of the interaction of modal expressions in discourse. 
The intuitive explanation of this interaction is that a modal depends on a contex­
tually given set of possibilities and adds a new set of possibilities to the context, 
that can be used by subsequent modalities. 
Two styles of formalisation of this explanation were considered, both in dynamic 
semantics. One uses a representation language with indexed modalities and gives 
an update semantics for this language. The other, 'monoidal' approach uses a 
string language with an interpretation in an algebra of m-STATES. Both styles 
allow us to represent the crucial example. For a more general comparison we have a 
systematic translation between the formalisms that preserves meaning. We conclude 
that the monoidal approach is at least as well suited for the representation of modal 
interaction in discourse. In addition the monoidal approach forces us to avoid 
magical updates and thus ensures a level of computational realism that update 
semantics per se does not offer . 
Another advantage of the monoidal setting of (8) is that it is designed to facilitate 
the combination of accounts of different phenomena. This will prove useful, as there 
are several discourse phenomena in which a similar dynamics of information seems 
to be involved. For example, quantificational subordination, E-type anaphora and 
temporal anaphora all provide cases of flow of information strikingly similar to the 
ones we discussed for modalities. Consider as an example a case of quantificational 
subordination: 

Most lions will come in. Some will see you first. Some will see me 
instead. 

In this example Some picks up the set of (all) lions that come in, a set which is 
introduced by the quantifier Most in the first sentence. The information flow is 
just as in the examples of modal subordination above. Hence we predict that an 
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a_cc~unt of the basic_ dynamics involved in these phenomena can also be given in a 
similar way. In par:ticular, a formalisation in the monoidal setting can be obtained. 
!'hen t~e modularity that has been built in in (8) ensures that an account of th 
mteract10n between modalities and quantifiers, as in: e 

Most lions will come in. They might eat you first . 

is re!atdively easily available. Of course some dirty work in the (near) future is 
reqmre to substantiate this prediction. 

~ther "".ork in the near future concerns the investigation of more involved patterns of 
mteract10~. So far we have been concerned with examples of modal subordination 
But more mvol~ed modes of interaction are also available. Consider, as an exam le . 
the followmg discourse fragment: 2 p ' 

(3) Morgen kan ze zwanger (3') Tomorrow we might 
(blijken te) zijn. find out she is pregnant. 
Het kan ook nog vandaag. Or we might find out already today. 
Het kan van de behanger zijn, It could be from the upholsterer, 
Of van een Franse zanger ziJ·n, O fr =- h h r om a rienc c ansonier 
Of iemand uit Den Haag. O f ' r someone rom The Hague. 

Here the meaning of the discourse can be approximated by: ( ◊tomorrow A ◊toda ) 
A ( tomorrow V today---->◊ upholsterer) A ( tomorrow v today----,◊ chansonnie~) 
A ( tomorrow V to?ay----> ◊ the-hague) . Hence some form of introduction and sum­
mation of ~lternat1ve contexts is involved: two alternatives, tomorrow and toda 
Jointly provide the context for the interpretation of the three subsequent modalitie:'. 
In order to _cover such examples an extension of the logic is required. In (7) we have 
~tar~eddtaking stock of complex modes of interaction: we have collected over one 
. un re . examples of modal discourses from a corpus of texts to see which t es of 
mt~ract10n actually occur. Once this fase of stock taking is more or less com~eted 
we mtend to proceed by developing an extension of the logic to cover the comple~ 
patterns of modal interaction we find in the corpus. 

' 
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Focus and Topic Sensitive Operators 
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Background 
Sentences like "Anna only gave BILL chocolate" are commonly analyzed as involving 
a dependency between the placement of intonational focus1 and the division of 
material between the restriction and scope of focus sensitive particles (FSP) like 
only. A word is focus sensitive if its semantics involves essential reference to the 
information structure of the sentence containing it. 

A number of lexical items and constructions have been identified as focus sensi­
tive in English, notably only, even, too, also, always, usually, never, because, gener­
ics, negations, questions and counterfactual conditionals. It is standardly assumed 
by rnost theories of focus that the class of FSPs is homogeneous; i.e. that there is 
a single mechanism responsible for focus sensitivity, and that all FSPs are sensitive 
to the same things, e.g. intonational focus in English. 

In this paper, we present data that shows that the standard account of FSPs 
is seriously flawed . We argue that a dynamic model of accommodation along the 
Jines of that developed in Beaver (1994), combined with the proposal for modeling 
the dynamics of domain restriction in Gawron (1996) , can account for the data 
concerning FSPs in a non-stipulative way. In particular, we argue (1) that whereas 
some FSPs are directly sensitive to focus, others are in fact sensitive not to sentence 
focus but to discourse topic, and (2) that the same formal mechanism can be used 
for representing information associated with both topics and foci. 

Theories of Focus Sensitive Particles 

Following Rooth (1992), theories of FSPs can be divided into three groups which 
can be characterized as semantic , hybrid and pragmatic2 . In semantic accounts , 
the interpretation of FSPs is structurally linked to intonationally marked focus . In 
pragmatic accounts, pragmatic factors alone link FSP interpretation to focus . In 
hybrid accounts of FSPs like Rooth (1992) , structural and pragmatic constraints 
explain FSP interpretation. 

(1) Theories of Focus Sensitive Particles 

I Semantic I Hybrid Pragmatic 

Chomsky (1972) Rooth (1992) Jackendoff ( 1972) 
Rooth (1985) Rooth (1995) von Fintel (1994) 
von Stechow (1985/1989) Roberts (1995), Roberts (1996) 
Krifka (1992), Krifka (1993) Schwarzschild ( 1997) 
Rooth (1996) Geurts and van der Sandt (1997) 

Let us make a division between Class A FSPs, including adverbs of quantification 
(e.g. always, usually) , and some additive particles like also, and Class B FSPs, 
including only and even. It is rare for one theory of focus sensitive particles to 
cover both classes in detail, although many authors examining members of one 
class suggest at least implicitly that their theory will cover both3 . Thus von Fintel 

1 Capitals denote focal stress, which in most cases discussed would be transcribed as an H* 
L-1% in the ToBi system. 

21n fact Rooth uses the terminology weak/intermediate/strong. See (1) for discussion. 
31n Rooth (1985) and subsequent work, Rooth utilizes two architectures for the range of FSPs: a 

Discourse Representation Theory semantics for adverbs of quantification and a Montague grammar 
semantics for only/ even. However, he does not motivate this division of labour in terms of different 
focus-sensitivity, but in terms of quite separate difficulties with binding and anaphora. 
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(1 994) , Rooth (1995) and Gawron (1996) are all accounts of Class A but not Class 
B, while Rooth (1992) , Krifka (1993) and Robert s (1996) are accounts of Class B 
but not Class A. In the next section, we claim that no current theory accounts 
adequately for both classes. 

Data 

In this section, we discuss original data which shows that a theory which treats FSPs 
as a homogeneous class is hopelessly flawed. We take always as representative of 
Class A and only as functioning parallel to even. 

Extraction 

Consider the following scenario: I have two roommates, Kim and Sandy. I always 
stock my roommates' fishtanks. I stock Sandy's fishtank with goldfish and nothing 
else. I stock Kim's fishtank with goldfish and clownfish. 

Sandy's fishtank I Kim's fishtank 

goldfish I goldfish and clownfish 

(2) KIM's is the tank I said I always stock with clownfish. 

(a) "I said I always stock KIM's tank with clownfish ." 

(b) "I said I always stock Kim's tank with CLOWNFISH." 

(3) # KIM's is the tank I said I only stock with clownfish. 

(a) "I said I only stock KIM's tank with clownfish." 

(b) "I said I only stock Kim's tank with CL_oWNFISH." 

1 In (3) the focus of only is extracted. Surprisingly, (3) lacks the reading given in (3a) . 
(2) has the readings in both (2a) and (2b ). This data suggests that the extraction of 
the focus of only is impossible, but the extraction of the focus of always is possible. 

Italian behaves similarly to English as far as extraction is concerned. ( 4) and 
(5) are illustrative of the interaction between solo ('only') and sempre ('always') 
and extraction. (5) cannot mean 'Giulia knows which boy Mary has only brought 
HIM to the cinema (and nobody else)". 

(4) Giulia sa quale ragazzo Maria ha sempre portato al cinema. 
"Giulia knows which boy Maria has always brought to the cinema." 

(5) Giulia sa quale ragazzo Maria ha solo portato al cinema. 
"Giulia knows which boy Maria has only brought to the cinema." 

Dutch, German and Swedish show a similar pattern. 

Presupposition 

In some cases the domain of always can apparently be restricted by presupposition, 
although only remains tied to intonational focus (c.f. Cohen (1999)). Consider 
examples (6) and (7) : 

(6) Mary always remembers to go to CHURCH. 

(a) ? "Whenever Mary remembers to do something, it 's always to go to 
church." 
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(b) "Whenever it's time for church, Mary remembers to go." 

(7) Mary only remembers to go to CHURCH. 

(a) "The only place Mary remembers to go is to church." 

(b) # "The only thing Mary does when it 's time for church, is remember to 
go." 

Discussion 

The extraction and presupposition data show that there are distributional differ­
ences between Class A and Class B FSPs. A formal framework which treated FSPs 
as a homogeneous class would fail to capture these differences . 

Regarding the extraction data, consider semantic accounts. These must insist 
on the focus of a FSP being in the scope of the FSP at some level of representation. 
There are two options. Either (i) traces (gaps) can carry focus at this level, or (ii) 
they cannot. If (i) , then such accounts incorrectly predict that (3a) is a possible 
reading. If (ii) they incorrectly predict the absence of reading (2a)4 • 

Consider now pragmatic accounts. Here the absence of reading (3a) is a coun­
terexample . For such approaches the syntactic form of the sentence plays no role 
in determining the alternative set. So these theories can not distinguish between a 
variant of (3) with focus on Kim's and sentence (3a) itself, in which the focus is 
not extracted from the syntactic scope of only. 

Formal Framework 
In this section, we will briefly describe the essential features of the adopted formal­
ism. 5 The main idea consists in interpreting intonation in terms of presupposition 
of topics under discussion. Topics under discussions are formalized as domain re­
strictions in the sense of Gawron (1996) . Presupposition and accommodation are 
analyzed as in Beaver (1995). The quantificational domain of adverbial quantifi­
cation ( Class A FSPs) is crucially restricted by the topics under discussion. The 
domain of quantification of only (a Class B FSP) is restricted to some subset of the 
domain of objects of the same semantic sort as the focused material in their scope. 

Sentences are interpreted as context change potentials, where a context is a pair 
consisting of an environment e and an information state s. Information states are 
defined as in Heim (1983) as sets of world-assignment pairs, and an environment 
is defined , as in Gawron (1996) , as a partial function from variables to states in 
which the variable is defined. States encode what is known and what discourse 
markers are available for future anaphora; environments encode information about 
what is under discussion. It is crucial that the two kinds of information are stored 
separately. 

Topics under Discussion The topics under discussion are the things the dis­
course is about. They are formalized as in Gawron (1996) in terms of domain 
restrictions . Questions are typical examples of expressions introducing topics, this 

4 It is crucial to this argument that in (2) , always takes scope under said. Since the saying event 
is not bound by always, it cannot be claimed that always takes wide scope at LF. This provides 
our justification for maintaining that the subject of the main clause, which is the semantic focus 
of always, is neither within the syntactic scope nor the binding domain of always. 

5This framework is further developed in Aloni, Beaver and Clark (in preparation). Please 
contact the authors for further details. 
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justifies our choice of denoting by ?x¢ the operation of introduction or further spec­
ification of the topic 'what about rj/ .6 Following Gawron (1996) , although adapting 
notation somewhat, we assume that the update of a context Se with ?xq; yields a 
context Se' such that e'(x) is defined and is a state which supports at least the 
information that x is ¢. The update of Se with a quantified sentence Qx'lj; will 
crucially depend on e(x) which encodes all of the restrictions that has been placed 
on x along the preceding discourse. 

Accent The general picture is that intonation signals two features F(ocus) and 
N(on-)N(ove1). F and NN are represented as presupposed topics under discussion 
which can be accommodated. Following Krifka (1999), we assume that we have (at 
least) the two features F and NN realizable in the sentence. 7 The first role of the 
Focus feature F is to trigger the presupposition that the background is among the 
topics under discussion. The sentence in (8) is represented as in (9): 

(8) John loves [Mary]F-

(9) a [?xL(j,x) ] I\ :lx(x = m) 

The sentence presupposes the previous introduction, as topic, of a set of individ­
uals (those loved by John) and asserts that the item in focus (Mary) belongs to that 
set. A typical example of a sentence introducing such a topic would be the question: 
'Who does John love?' The Non-Novel feature NN is interpreted as presupposing 
an identical antecedent. The sentence in (10) receives the representation in (11): 

(10) [A dog]NN is INTELLIGENT. 

(11) a[?xD(x)] I\ :lxD(x) I\ I(x) 

Intuitively the sentence presupposes that dogs are among the topics under dis­
cussion at the moment of utterance. 

Focus and Topic sensitive operators 8 Adverbs of quantification are ana­
lyzed as in the Lewis-Heim-Kamp tradition. They form tripartite structures where 
if/when clauses, if present, provide the restriction. The topics under discussion 
which are relevant for the interpretation of the sentence crucially determine what 
is actually quantified over by the adverb. 

( 12) Quantifier (Topics) (Restriction) (Nuclear Scope) 

The sentence in (13) is represented as in (14) . 

(13) [A dog]NN is always INTELLIGENT. 

(14) always (0) (a[?xD(x)] I\ :lxD(x) I\ I(x)) 

6 An analysis of questions in terms of domain restrictions is a promising one. From domain 
restrictions we can define partitions and all of the relevant notions for a theory of questions and 
answers (cf. Groenendijk and Stokhof (1984)). Furthermore, we would have a natural characteri­
zation of the notion of a congruent answer (cf. von Stechow (1991)). 

7 The prosodic effect of the F feature is that the item receives a H* L-1% in the ToBi labeling 
system. The prosodic effect· of NN is that it prevents the item from receive a pitch accent and 
this means that the accent has to be realized elsewhere. According to Krifka, the NN item is 
deaccented or it has a secondary accent realized as low-rise. In our analysis, it is not essential that 
the NN feature be identifiable, except in cases where a topic must be accommodated. If a topic is 
already present in the discourse context, then domain restriction effects for class A FSPs can be 
achieved simply by co-indexation. 

8 Aloni, Beaver and Clark (in preparation) will provide a fully detailed analysis of only and 
adverbial quantification in this framework. 
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The adverb is analyzed in such a way that it actually quantifies over all the 
iables introduced in its scope which are defined in the environment at the moment "t terpretation. In this case, since the sentence is defined only in contexts in which 

ohintopic ?xD(x) has already been introduced, the variable quantified over is x and 
th: domain of quantification of the adverb is automatically restricted to dogs. The 
t tence means: "All dogs are intelligent." 
sen A first role of the focus feature was mentioned above, that of introducing a 

tain presupposition. The second function of the focus feature is to identify the 
;::ussed variable to class B FSPs ~uch as only. The interpretation ~f-only involves 

universal quantification automatically restricted by the presuppos1t1on expressed 
~ the F feature. The sentence in (15) receives the representation in (16) . Note 
t~at although an existential binds x, the FSP only has the effect of changing the 

uantificational force, in much the same way as in the standard dynamic analysis 
~f unselective binding. 

(15) John only loves [MARY]F -

(16) on1yx(8[?xL(j,x)] I\ :lx(x = m)) 

(16) is interpreted as asserting that all x are equal to Mary. Since the sentence is 
defined only in contexts in which the topic ?xL(j, x) has already been introduced, 
the domain of quantification will contain only individuals who John loves . The 
sentence means "John loves nobody but Mary." 

Results The formal system has enough structure to capture the difference be­
tween the ( a )-(b) cases in the following two examples: 

(17) a. A DRUMMER always lives in [a half empty building]NN· 

b. [A drummer]NN always lives in a HALF EMPTY BUILDING. 

(18) a. Mary only; introduced [JOHN]F, to Bill. 

b. Mary only; introduced John to [BILL]F,. 

By incorporating accommodation in the notion of entailment ( cf. Beaver (1995)), 
we can prove the following facts: 

(19) (a) always (0) (a [?xB(x)] I\ :lyD(y) I\ :lxB(x) I\ L(x,y)) F 'v'x(B(x)-+ 
:lyD(y) I\ L(x, y)) 

(b) always (0) (a [?yD(y) ] I\ :lyD(y) I\ :lxB(x) I\ L(x,y)) F 'v'y(D(y)-+ 
:lxB(x) I\ L(x,y)) 

Thus (17a) means "All half empty buildings house drummers ." and (17b) means 
"All drummers live in half empty buildings." 9 

(20) (a) onlyx(a[?xl(m,x , b)] I\ :lx(x = j)) p= 'v'x(I(m,x,b)-+ x = j) 

(b) onlyx(a[?xl(m,j , x)] I\ :lx(x = b)) p= 'v'x(I(m,j,x)-+ x = b) 

9The accents in these sentences could also be analyzed as marking focus rather than non-novelty. 
In this case the first sentence would mean: "All half empty buildings which house somebody, house 
drummers." and the second sentence would mean "All drummers who live somewhere, live in an 
half empty building." 
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(18a) means "Mary did not introduce anybody but John to Bill." and (18b) 
means "Mary did not introduce John to anybody but Bill." 

Among the advantages of representing intonation as presupposed domain re­
strictions is that the so called requantification problem10 is avoided. A further 
advantage is that we have a straightforward account of the fact that the quantifica­
tional domains of only or always can be further restricted by the context. Domains 
of quantification are constructed by combining constraints that arise from different 
sources and given the dynamics of the system, we can account for the anaphoric 
nature of these restrictions (cf. Jager (1995)) . 
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The Logic of Anaphora Resolution 1 

David Beaver 
Stanford University 

Abstract 

This paper concerns the semantics/pragmatics interface f~r natural 
language, and in particular the question of how anaphora r~solut10n should 
be orchestrated in a dynamic semantics. Previous dynamic systems suc_h 
as DPL have relied on preindexation of anaphors and antece~ents. It 1s 
argued that this represents a serious inadequacy. A dynamic se~antic 

t RPL is proposed which eliminates the need for premdexation, by 
sys em, , · ·th mat1c 

b • • g an "Amsterdam-style" dynamic semantics w1 a prag 
com mm PL · £ t · 
module. The semantics uses a novel extension of D~ m o:ma ion 
states, in which ambiguity of anaphors is represented usmg multiple ref­
erent systems. It is argued that the resulting system not only provides a 
marked empirical improvement over dynamic predecesso~s, ~ut also pro­
vides a quite general approach to the semantics/pragmatics mterface. 

1 Introduction 

There is a bizarre assumption made in Groenendijk and Stokhof's Dyn~m'.c 
Predicate Logic [GS91a] and Dynamic Montague Gr~mmar [GS9~b], and ~em~ s 
File Change Semantics [He82], an assumption that 1s not ma?e m Kamp s ~1s­
course Representation Theory (KR93]. This is the assumption that. an~p or­
antecedent relationships are presented 'gift-wrapped' to the semantics m the 
form of pre-indexed NPs.2 Who or what is supposed to do the wrapping is 

unclear. J"k 1 
Perhaps syntax does the job of pre-indexation? ~et syntax see~s un_ 1 e Y 

to do more than provide a few extra local constramts on resolu~1on via C­
command conditions etc. If not syntax, then presumably_pragmat1c~ must do 
the job. But this would not sit well with what appears to be ~he architecture of 
DPL DMG and FCS. For it seems that pragmatics should either operat~ after 
sema~tic interpretation, as is assumed e.g. in classic work on ~ragmat1cs. by 
G • Austin and Searle or at least should operate in tandem wit~ semant1:s. 

n~:• [Beg9J , a general a~proach to ambiguity resolution in_ Dynamic Semantics 
is proposed. Here I exemplify this approach in the domam of ana~hora ~eso­
lution by showing how a dynamic semantics can be formally combmed with a 

ra ~atic resolution module. For the purposes of this extended ~bstrac~, I us_e a 
~ai!e form of parallelism for resolution. 3 The result dispenses :-71th ~~e _md;;~ 
assumption, so that indexation can no longer be seen as a pomt div1dmg 

1 This extended abstract draws on material in Be99 , ut ex en s [ l b t d that work formally. 

Thanks in particular to Maria Aloni and Paul Dekker. ] . t l"k DRT but like 
21n this respect Musken's "Compositi_onal D_RT" (Mu96 1s no 1 e 

DPL/DMG/FCS, since it does assume pre-mdexat,on. h w he Centering model 
3Jn a longer version of the paper, available on request, I show o t 

(GJW95] can be substituted. 
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from other dynamic systems. In fact RPL provides a model of resolution empir­
ically superior to standard DRT, since RPL incorporates pragmatic constraints 
on resolution which are not found in standard DRT4 . 

The system developed is predicate logical, but involves non-standard oper­
ators and conventions. The semantics uses a notion of information state from 
DMPL [GSV95], but adapts the referent systems used there to entirely new 
purposes . Referent systems mediate between syntactic variables (henceforth 
referents) and discourse entities (for Groenendijk et al, pegs). In DMPL, as in 
the earlier [Ve94], a referent system is used to prevent requantification over a 
variable from destroying information about the discourse entity that the vari­
able picks out. In RPL, while this role remains, referent systems have two 
additional functions. First, they represent uncertainty about which discourse 
entity a given syntactic variable refers to, and, second, they perform a book­
keeping role, maintaining information about the grammatical role (e.g. subject) 
of the last NP to refer to each discourse entity. To represent uncertainty, mul­
tiple referent systems are allowed in a single information state, a possibility not 
found in [GSV95], and which necessitates a modified notion of entailment. 

2 Semantics 

The semantics for RPL is similar to that for DMPL. There are two new opera­
tors: px introduces the referent x as a pronoun, which must be interpreted as 
picking out the same discourse entity as some previous referent, and [¢] is the 
resolution of¢. 

Definition D1 (Models, Information States) (i) Models are pairs (W, D) 
of a non-empty set of worlds and a non-empty domain of individuals. (ii) A 
world is a function from individual constants to members of D, and from n-ary 
predicate constants to sets of n-tuples of elements of D. (iii) An assignment 
function g is a finite sequence of members of D. For an n-member sequence, 
n is the domain of the function. For a positive integer r S n, g(r) is the r-th 
member of the sequence. (iv) A referent system r is a function from referents to 
integers (these integers being understood as members of an associated assignment 
function.) . (v) An information state s is a set of possibilities defined relative 
to some model, (W,D). A possibility i is a triple i = (r,g,w) of a referent 
system, an assignment function and a world, such that the range of r is within 
the domain of g, the range of g is within the domain of the model, D, and 
w E W. The minimal information state 0 is 0 x 0 x W, where (/J is a function 
with zero domain. 

4 Similar in spirit to the present enterprise is Roberts' proposal in [Ro98], which discusses 
how a sophisticated pragmatic theory might be combined with ORT. The strength of her the­
ory, its sophistication, is also a weakness, in the sense that Roberts relies upon an incompletely 
specified theory of text structure and communicative intention. In that sense, the proposal in 
the current paper is less ambitious, but more strongly predictive. 
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Definition D2 (Semantics: basic clauses) 

s[Rt1 . .. tn] { i E S I (i(t1, . •. i(tn)) E i(R)} 
and is undefined if any component i(a is undefined. 

(r,g,w)(a) 

s[t1 = t2] 
s[,¢] 

s[¢ /\ 1/J] 

s[:lx¢] 

w(a) for a an individual or predicate constant 

g(r(a)) for a a referent in the domain of r 

and otherwise is undefined. 

{i ES I i(t1 = i(t2)} 
{ i E s I i does not subsist in s[¢]} 

s[¢] [1/J] 

LJ (s[x/d])[¢] 
dED 

Two ways of adding referents are now defined. The notation _s[x/d] is_famil~ar 

f DMPL with one slight modification. s[x/ d] means the variant of s m which rom , . 11 · t 
the referent x is mapped to a new discourse entity, which 1~ turn a 8:5signmen 
functions map to d. Whereas in DMPL the discourse entity that x 1s mapped 
to is determined in terms of the range of th~ ref~ren\ systems in ~, below I u~e 
instead the domain of the assignment funct10ns m s. The notatwn s[x l ~] is 
used to denote the variant of sin which all referent systems have been modified 
so that the referent x is mapped to the discourse entity n, which should be in 
the domain of assignment functions ins. 

Definition D3 (Referent setting, extension) . . . 
L t · - ( ) E J. i' = (r' g' w') E I· n is the largest integer in the domain e i - r, g, w , , , , 
of g; d E D, s ES. 

s[x/d] 

i[x/d] 

{i[x/d] Ii Es} 

(r[x/(n + 1)],g[(n + 1)/d],w) 

i S i' iff g ~ g', & w = w' 

i subsists ins iff :li' E s i S i' 

s[x l n] 
i[x l n] 

d-entities(s) 

{i[xln]liEs} 

(r[x/n], g, w) 
{n I :l(r,g,w) Es n E dom(g)} 

An operator is now defined which introduces a new referent, b~t leaves it 
indeterminate between all the discourse entities which have been mtroduced 

previously: 

Definition D4 ( Anaphoric operator) 

s[px]s' iff s' = LJ s[x l n] 
nEd-entities(s) 

5The reason for this is that referent systems will occasionally be reset, losing information 

about which referents have been introduced. 
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Definition D5 (Entailment, Possible Entailment) 

¢ 'F= 1/J 
resolutions( s) 

c/>~1/J 

iff 0 [¢] :S 0 [¢] [1/J] 

{t I :lr t = {(r',g,w) Es Ir= r'} # 0}} 

iff 3s E resolutions( 0 [¢]) --> :lt E resolutions( s[1/J]) s :S t 

In the above, "--' should be read as "possibly entails", i.e. there is a way 
of resolving p-referents such that the the antecedent entails the consequent, 
although there may be other ways of resolving referents so that this is not the 
case. 

Consider the argument: " Jane likes Mary. Therefore, she likes someone." 
We translate this as the following valid argument pattern: :lx x = j I\ :ly y = 
m I\ likes(x, y)"" pu I\ :lv likes(u, v) 

3 Ambiguity and Anaphoric Resolution 

Transition Preference Pragmatics, introduced in [Be99] is a general approach 
to the semantic-pragmatics interface in a dynamic setting. The proposal is 
that compositional derivation fixes a set of possible state transitions, and that 
pragmatics ( "to a first approximation") merely provides a preference ordering 
over the alternative transitions. This approach will now be exemplified with 
respect to RPL. 

Let us require that referents be integers. We will then assume a convention 
whereby in the translation of sentences of English to RPL, the integers are 
chosen according to some algorithm based on grammatical obliqueness, so that 
e.g. the subject of a main clause is always translated using the referent 1. 

Formulae of RPL, if they involve p-formulae, can lead to unresolved states , 
in which it is uncertain which discourse object is referred to by a given referent . 
The output of such a formula can be split up into alternative resolutions, as we 
have seen. Suppose that for some inputs, there is a set of alternative resolutions 
T. How can we select the best member of T ? That is the job which a pragmatic 
theory must be able to answer. But here, rather than delving into the question 
of which is the right pragmatic theory, I propose a token theory to show how in 
principle the job can be done. 

The token theory can be stated as follows: (1) transitions will be ranked ac­
cording to the degree of parallelism between input and output; (2) parallelism 
will be measured by the number of referents in the output which are mapped 
onto the same discourse object as the corresponding referent in the input; (3) a 
preference will be assumed for parallelism of referents introduced by the syntac­
tically least oblique NPs. Thus we will prefer transitions that maintain subject 
parallelism, but if that fails to decide, we will prefer transitions providing direct 
object parallelism, and so on. This is the basis of the max predicate, introduced 
below: max,(T) picks out the subset of resolutions in T which are most strongly 
parallel with s. 
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Definition D6 (Maximal Transitions) 

r ifJV(r',g, w) Es r = r' 

{t ET I ,:Ju ET :ln R(s)(n) = R(u)(n) # R(t)(n) & 
"In'< n (R(s)(n') = R(t)(n') {c} R(s)(n') = R(u)(n'))} 

I now define a resolution operator [.] which utilizes the definition of maximal 
transitions. The input, s, of [¢] should be the output of a previous formula. A 
variant of s with all component referent systems emptied of information ( the 
effect of "clean") is updated with ¢ to produce an intermediary state which 
may involve unresolvedness. The predicate resolutions breaks this state up into 
alternative fully resolved outputs, and the predicate max selects between these. 
To allow for the possibility of multiple maximal states, the union of maximal 
states is taken to produce the final output. In most cases this will be a fully 
resolved state, and will be the output which involves maximal parallelism with 
the input. 

Definition D7 (Resolution Operator) 

clean(s) 

s[[¢]] 
{(0,g,w) I :lr(r,g,w) Es} 

Umax,( resolutions( clean( s) [¢])) 

In the example below, the parallelism const~aint favors outputs of the second 
sentence of (A) which map referent 1 onto the same discourse entity as in the 
outputs of the first sentence. It is thus an easily demonstrated formal property 
of the system defined that the translation of the discourse in (A) entails that of 
the sentence in (B) . 

(A) A soldier meets a sailor. She likes her. 
:31 soldier(!) /\ :32 sailor(2) /\ meets(!, 2) 
/\ [pl/\ p2 /\ likes(l, 2)] 

(B) A soldier likes a sailor. 
:31 soldier(!) /\ :32 sailor(2) /\ likes(! , 2) 

4 Discussion 
RPL is a methodological stepping stone on the way to a fragment of natural 
language. The latter could be achieved using an embedding into type theory, 
following the approach pioneered in [Mu96], although this goes beyond the scope 
of the current paper. 

The RPL approach to dynamic ambiguity resolution is quite general. RPL 
itself will make correct predictions about anaphora only to the extent which the 
parallelism analysis itself makes correct predictions. But in principle, any theory 
of resolution which could be expressed as a preference ordering over alternative 
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transitions could be used instead of parallelism, including theories which defined 
only ~ partial ordering, and thus left pronoun reference underspecified . 
. Fmally, anaphora resolution is only one aspect of the semantics/pragmatics 
'.nterface. _The current approac~ _should generalize to other areas of ambigu­
ity resolut10n and to presuppos1t10n accommodation. Indeed, the latter phe­
~omenon has already been analyzed using orderings related to those used here 
m [Be95], and it remains for future work to combine these approaches. 
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Plural Predication and Partitional Discourses 

Sigrid Beck, University of Connecticut 

summary 

This paper argues against Schwarzschild's (1996) proposal that the interpretation 
of relational plural sentences is constrained by a contextually determined relation. 
Instead, I suggest that the data that seem to indicate the use of such relations are 
to be reanalysed as hidden universal quantification. This captures the fact that the 
only relations that seem to be available are equivalence relations. We come back 
to Krifka's ( 1989) proposal_ of a polyadic plural operator to handle cumulative 
readings of relational plurals and extend it to affect the situation/event argument 
of the relation. 

1. Relational Plural Sentences 

Relational plurals are sentences in which two plural NPs are connected by a two­
place relation. Relational plural sentences come in a puzzling variety of 
interpretations. ( 1) is most likely interpreted in terms of universal quantification 
over the members of the two groups denoted by the two NPs. This is indicated 
in (I'). 
( 1) The judges can see the performers. 
(I') Vxe J: Vye P: x can see y 

Such an interpretation is too strong for (2). (2a) is interpreted as in (3). This 
reading will be referred to as a cumulative reading; such an interpretation is much 
weaker in terms of quantification over group members. 
(2) a. The lines ofRl are parallel to the lines of R2. [Scha (1984)] 

b. Although the couples in our study were not married, the women 
showed aggressive behaviour towards the men. 

[following Schwarzschild ( 1996)] 
(3) VxeLRl: 3yeLR2: x parallel toy & VyeLR2: 3xeLR1 : x parallel toy 

(2b) is similar to (2a) with respect to how many members of the two groups 
have to stand in the relation to each other. But we tend to interpret the sentence in 
a more specific way than (2a) in that it is not sufficient that a woman showed 
aggressive behaviour towards an arbitrary man - it has to be her partner. This 
paper is about contrasts like (2a) vs. (2b). 

2. Cumulation and Salient Relations 

Let's start with simple cumulative readings. The cumulative reading of (4) is 
described in (5). One standard method to derive such readings is Krifka's (1989) 
** operator, defined in (6). The logical form corresponding to reading (5) is 
given in (7). 

(4) Sue and Amy read 'Fried Green Tomatoes' and 'The L-Shaped Room'. 
(5) a. Each of Sue and Amy read one ofFGT and L, and each of the 

books was read by one of the women. 
b. Vx E S&A: 3y E FGT&L: x ready & 

Vy E FGT&L: 3x E S&A: x ready 
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(6) ** is that function: D<e,<e,t>> -> D<e,<e,t>> such that for any R: • 
[**R](y)(x) =1 iff R(y)(x) or 
:3xlx2yly2[(x=xl&x2) & (y=yl&y2) & **R(yl)(xl) & **R(y2)(x2)) 

(7) <S&A, FGT&L> E **Ayh[x ready] 
This is fine for simple cumulative readings, whose existence is attested by (2a) 
But what about data like (2b), or example (8)? • 

(8) a. The sides of the bookcase are parallel to the walls. [Heim (1994)] 
b . <[[the sides_b)],[[the walls]]> E **AyAx[x is parallel toy] 

c. VxE [[the sides_b]]: :3yE [[the walls]]: xis parallel toy & 

VyE [[the walls)]: :3xE [[the sides_b]]: xis parallel toy 
(8~) c_ome~ with the situation depicted in (9). It is generally judged to be false in 
this s1tuat1on. However, The cumulative reading of (8a) given in (8b,c) would 
be true. 

(9) 
I 

I 
I 
I 

\ 
\ 

I 
I 

\ 
\ 
\ 
\ 

Intuitively, the sides of the bookcase are parallel to the wrong walls. It seems 
that we want to team up a side of the bookshelf with the wall next to it. 
Schwarzschild (1996) suggests that two-place pluralization is restricted by a 
contextually given relation. In our representation we would have (10a) rather 
than (8b). The relation would be provided by the visual information that is part 
of the context, and amounts to (1 Ob). (10) is false in situation (9), as desired. 

(10) a. <[[the sides_b]],[[the walls]]> E 

**AyAx[<x,y>E R & xis parallel toy]] 
b. R = { <right_side_b,right_ wall:?, <left_side_b,left_ wall>} 

In example (l la) repeated from above, the quantificationally weak cumulative 
1 reading is made stronger by the relation introduced by the previous sentence. 

The analysis is given in (l lb,c). 
( 11) a. Although the couples in our study were not married, the women 

showed aggressive behaviour towards the men. 
b . <[[the women]],[[the men]]> E 

**Ayh[<x,y>ER & x aggressive toy]] 
c. R = { <x,y>: x and y are members of the same couple} 

~12! from Sch~ l!t- Stallard 0?88) is a final example, with context and analysis as 
md1cated. Intu1tlvely, (12a) 1s understood to mean that the frigates within one 
area are faster than the carriers in that area. Schwarzschild suggests that R in this 
example would team up frigates with carriers in the same area. 

(12) a. (Context: Groups that consist of both frigates and carriers are sent 
to different areas all over the globe. Some areas might require a 
more efficient military presence than others.) The frigates are 
faster than the carriers. 

b. <[[the frigates]],[[the carriers]]> E 

**AyAx[<x,y>E R & xis faster than y) 
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l·ent Relations as Partitions 
3. Sa I 

11 t the relations that would have to be salient in the relational plural 
t's co ec 

1.,e ces we have looked at. . 
senten The frigates are faster than the earners. 

(1 3) ~- R={ <x,y>: xis in the same area as y} . 
• Although the couples in our study were not married, the women 

(1 4) a. showed aggressive behaviour towards the men. 
b. R= { <x,y>: x and y are in the same11co1 upleh} 11 

S) a. The sides of the bookcase are _para e to t e wa s. 
(1 b. R= { <x,y>: x is on the same side of th~ room as y} . . 

h e relations are equivalence relations. Eqmvalence relations _defme a 
All .1. e~ on the set they operate on, as defined in (17a) (example m (17b); 
part1tIO . . ( 18)) 
artition is def med m • . . . . . •• 

P (1 6) R is an equivalence relation 1ff R 1s refelx1ve, symmetnc and transitive. 

R is reflexive iff VxE D: <x,x>E R 
R is symmetric iff V x,yE D: if <x,y>E R then <y ,x>E R 
R is transitive iff Vx,y ,zE D: if <x,y>E R and <y ,z>E R then <x,z>E R 

(17) a. PartR = {X: Vx,yeX: <x,y>ER &-,:3z[<x,z>ER & z~X]} 
b . Rl={<x,y>: xis in the same area as y} 

PartRl = {X: Vx,yE X: xis in the same area as y & 
-,:3z[z is in the same area as x and u X]} 

( 18) Part is a partition of a set A iff 
Part is a set of subsets of A 
Every member of A belongs to some set in Part 
{ } is not in Part 
for any X,Y E Part: XnY={} . . . 

That is, the relation 'x is in the same area as y' ~an ~e s_een as part1t1omng the set 
of ships according to area. Similarly, the relation x_ 1s a member. of the same 
couple as y' can be seen to partition the set of people m. the context 1_nto couples. 
(19) and (20) below repr~sent an ~quivalent way of st~tmg the meanmgs of these 
relational plurals, accordmg to this change of perspective. 
(19) VX[PartR(X) -> the frigates in X are faster than the carriers in X] 

(20) VX[PartR(X) -> the woman in X showed ... towards_ the man i~ ~] 
Schwarzschild's theory does not predict that salient relations are hmited to 
equivalence relations. Any relation that is made salient shoul_d be able to s~rve ~s 
a restriction. In (21) and (22) I try to make the non~eqm~alence relations m 
(21 b ), (22b) salient by mentioning th~m in the precedmg discourse •. These are 
not equivalence relations, and the readmgs that would result are unavailable. 
(21) a. # The people who live in this h<:m~e are al~ graduate students. They 

moved in one after another w1thm a penod of two years. The 
women like the men. 

b . R={ <x,y>: x moved in after y} 
c. <[[the women]],[[the men]]>E 

**Ayh[x moved in after y & x likes y] 
d. If a woman moved in after a man, the woman likes the man. 
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(22) a. # These five linguists followed immediately upon each other as · 
department heads (have offices immediately next to each other). 
The syntacticians among them hate the phonologists. 

b . Rl = { <x,y>: x was department head after y} 
R2 = { <x,y>: x has an office immediately next to y's office} 

c . <[[the synt.]],[[the phon.]]> E **AyAX[<x,y>e R & x hates y] 
d. If a syn tactician was department head immediately after a 

phonologist, the syntactician hates the phonologist. 
If a syntactician has an office immediately next to a phonologist, 
the syntactician hates the phonologist. 

At the same time, these relations can be made available by previous mention. 
(23) shows that they can be part of an E-type description. 
(23) a. Every syntactician has an office next to a phonologist and 

invariably hates him. 
b. the phonologist s/he has an office next to. 
c. R = { <x,y>: x is a phonologist that has an office next to y} 

On Schwarschild's theory, therefore, the absence of readings (22d) for (22a) is 
unexplained. We would expect a wider range of relations to be able constrain 
cumulation than we actually find. The partitional perspective on the data that do 
work, sketched above, suggests that instead of looking at the contextually 
provided information as a relation, we should look at it as a division into 'cases'. 
We then analyze the sentence as universal quantification over those 'cases'. The 
sentences we have looked at would be paraphrased as below. 
(24) In each case/area, the frigates are faster than the carriers. 
(25) In each case/on each side of the room, the wall is parallel to the side of 

the bookshelf. 
(26) In each case/couple, the woman showed aggressive behaviour towards 

the man. 
Implicit universal quantification over 'cases' is of course not new. Some relevant 
data that are outside the realm of plural predication are given in (27)-(30). The 
last two have been discussed as telescoping in the literature. In each example, we 

1 continue a discourse in a partitional way. 
(27) The countries in our study are similar in a number of ways. There is a 

president, who is elected by the parliament. The parliament consists of ... 
(28) In each case/country there is a president ... 
(29) Each degree candidate walked to the stage. He took his diploma from the 

dean and returned to his seat. [Roberts (1987)] 
(30) In each room there was a cat and a goldfish. The goldfish dived. The cat 

caught it. [Stenning (1978) from Roberts (1987)] 
I propose to analyze the relational plural data in terms of universal quantification 
to capture the limitation to partitional interpretations. Turning this idea into a 
semantic analysis requires giving concrete answers two questions: How does the 
universal quantification come in, and what variable is quantified over (or, what 
are cases)? I will make a suggestion for both below that is as yet very 
preliminary. 
The element common to all the data I have looked at is that the context is in some 
way suitable to partition a situation into a set of distinct relevant subsituations. If 
we universally quantify over such subsituations, the interpretations we get 
roughly fit the schema in (31) (I choose to talk about situations here; the 
alternative would have been to talk about eventualities. I do not think this makes 
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a difference for my analysis at this point: my 's' variables should be either 
rninirnal situations or eventualities). 
(31) ARsB iff Vs'[s'~cs -> 

R holds in s' between the part of A in s' and the part of B in s'] 
s"~cs iff C(s') and s'ss; C is the set of contextually relevant situations. 

Quantifying over situations is slightly more tolerant then quantifying over the 
cells of a partition of individuals directly since the context might make a division 
into subsituations salient without there being an equivalence relation available. A 
relevant example is (32) (due to Irene Heim (p.c.)) . The situation suggests a 
division into minimal pot-lid-pair situations, even if the relation we would 
suggest to be salient (in italics in (32b)) is not an equivalence relation. 

(32) a. The lids do not fit onto the pots. 
b. The lids do not fit onto the pots that they are lying on top of 

c. Vs'[s'scs -> the lid ins' does not fit in s' on the pot in s'] 
The data in (21) and (22) do not make a partition into relevant subsituations 
salient, while equivalence relations obviously do, so this seems to be the correct 
distinction. 
My suggestion concerning the way universal quantification over subsituations 
gets in there is that it comes about as part of a pluralization operation, not as an 
independent universal quantifier. A relevant example is (33a), to be considered 
in the same context as (2b). A good formalization looks like (33c), not like 
(33b). 
(33) a. The five women showed aggressive behaviour towards the five 

men. 
b . Vs'[s'~cs -> the five women in s' showed aggressive behaviour 

towards the five men in s'] 
c . Vs'[s'scs -> 'showed aggressive behaviour towards' holds ins' 

between the part of the five women ins' and the part of 
the five men ins'] 

We need to look at parts of our plural individuals at the same time as we consider 
parts of the situation. I propose that this is an instance of polyadic pluralization 
which affects two individual arguments and the situation argument of a relation 
simultaneously. We can straightforwardly define the generalization of ** to *** 
as in (34) (see also Sternefeld (1998), Sauerland (1998)). The correct truth 
conditions for our data can be captured by (35), (36). 
(34) *** is that function: D<e,<e,<s,t>>> -> D<e,<e,<s,t>>> such that for 

any R: [***R](y)(x)(s) =1 iff R(y)(x)(s) 
or :3xlx2yly2sls2[(s=sl&s2) & (x=xl&x2) & (y=yl&y2) & 

***R(yl)(xl)(sl) & ***R(y2)(x2)(s2)] 
(35) <A,B,s> E ***AyA.xA.s'[C(s') & C(x) & C(y) & R(y)(x)(s')] 

(36) <A,B,s> e ***AyA.xA.s'[C(s') & C(x) & C(y) & R(x)(y)(s')] iff 

Vs'[s'ss & C(s') > :3xy[C(x) & C(y) & xsA & ysB & R(y)(x)(s')] & 

Vx[xsA & C(x) -> :3s'y[C(s') & C(y) & s'~s & ysB & R(y)(x)(s')] & 

Vy[ysB & C(y) -> :ls'x[C(s') & C(x) & s'ss & xsA & R(y)(x)(s')] 
I adopt here Schwarzschild's (1996) suggestion that we always divide pluralities 
into their salient parts. In (35), (36) this applies to both individuals and 

71 



situ~t~ons vi~ the ~equirement that they be a member of C. C is a salient cover or 
part1t10n. This denves the appropriate interpretations for our data. 
I c_onclude ~at . the da~a that have been viewed as arguing for a contextually 
s'.111e~t relat10n m relational plurals actually show that pluralization affects the 
s1ru~tton/event argument of the relation, and that the pluralization is evaluated 
relative to a contexrually provided division into subsituations. Part/whole 
structures of events/situations have been assumed for a number of reasons (see 
e.g. Lasersohn ( 1995) and references therein), and I extend Schwarzschild's 
proposal about contextually provided partitions from individuals to situations. 
The parallel I see to the data in (27)-(30) is that we make use of a salient partition 
of a complex situation into subsiruations. 
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Summary: This paper proposes an analysis of a particular Definiteness Effect 
construction, that involving the light verb have as found in e.g. John has a sister. 
The analysis is based on the notion of term unification, which has played an impor­
tant role in computer science and computational linguistics but, to my knowledge, 
hardly within formal semantics. According to term unification, the verb have and 
ist object phrase both introduce a predicational "term" consisting of a predicate and 
its arguments. Combining verb and object phrase involves unifying these two terms. 
When unification fails for some reason, the combination is unacceptable. The analy­
sis is capable of extension to other Definiteness Effect constructions, including those 
involving "light" verbs in Hungarian. 

1 Incorporation 

In Van Geenhoven (1996) the author proposes the following treatment of "incorpo­
ration constructions" - constructions in which a verb and a nominal form one unit, 
with the effect that there is something of the kind denoted by the nominal which 
satisfies the relevant argument position of the verb. Such constructions are found 
in West-Greenland Eskimo, which van Geenhoven discusses, and many other lan­
guages besides. Incorporating verbs, according to van Geenhoven, have entries of the 
following forms: 

(1) a. TVs : ,\P.,\x.:ly.[V(y,x) I\ P(y)] b. IVs: >.P.:lx.[V(x) I\ P(x)] 

Here Pis a variable of type (e, t), which gets instantiated by a common noun phrase 
(i.e. a predicate of type (e, t) when the verb is combined with a noun). The form of 
the entry is then responsible for the existential interpretation of the combination. 

*The ideas underlying this paper are the result of close cooperation with Hans Kamp, to whom 
special thanks are due. This work has also benefited from discussions with Peter Krause, Barbara 
H. Partee, Mats Rooth and Ede Zimmermann, whose suggestions are gratefully acknowledged with 
the usual disclaimers. 
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Van Geenhoven proposes that an analogous analysis is also applicable to certai 
to "Definiteness Effect" constructions, which involve an NP position that may be oc~ 
cupied by indefinite NPs but not by definite or quantificational NPs, and in particular 
to constructions involving the English "weak" verb have and its counterparts in many 
other languages. Typical instances of weak have are found with object phrases whose 
head nouns are relational, such as wife, as in Clyde has a wife. Have as it is used 
in this sentence is called weak, because the actual relation that the sentence conveys 
between subject and object is not expressed by the verb itself but rather by the object 
noun. That such uses of have are subject to the Definiteness Effect can be seen by 
comparing the continuations (2a) and (2b). 

(2) Clyde married Bertha. (a) So now he has a wife. 
(b) So now he has her. (??) 

(2a) can be paraphrased as Now he is married, but (2b) cannnot be paraphrased as 
Now he is married to her. 

In order to apply the analysis in (1) to weak have, indefinites like a wife have to be 
taken to contribute to the verb-object construction a nominal (i.e., in this case, just 
wife). So, it is necessary to argue for some kind of type coercion here Partee (1987)) . 
This is a complication, moreover, which equally arises when this strategy is applied to 
other Definiteness Effect constructions which accept full indefinite NPs, rather than, 
or as well as, bare nominals. It is clear, however, that in general this won't be enough 
to arrive at a fully satisfactory analysis. For there are significant differences between 
the various incorporation and Definiteness Effect contructions across languages. In 
particular, some such constructions allow the verb's object to act as antecedent to 
subsequent anaphoric pronouns (West Greenland Eskimo, Mohawk), whereas others 
do not (Hindi is one of these, see e.g. D.ayal(1998)). Especially intriguing in this 
regard are the so-called "light" verbs of Hungarian (Szabolcsi (1986)). This is a 
substantial class of verbs which all show the Definiteness Effect, and which can be 
combined both with bare nominals and with full indefinite NPs. Pronominalization 
is possible when the object is a full NP, but not when it is a bare nominal: 

(3) a. Janos macskat talalt. ???Fekete volt. 
John cat-Ace found. ???Black was 
"There was a cat-finding event by John. ?It was black." 

b. Janos talalt egy macskat. Fekete volt. 
John found one cat-Ace. Black was. 
"John found a cat. It was black." 

Evidently, a differentiated analysis of the different types of Definiteness Effect con­
structions is needed in order to explain these further differences. In the present paper 
an analysis for English weak have is proposed, which can be extended to account 
naturally for some of those differences, including the puzzle presented by Hungarian 
light verbs. The proposal borrows from Partee (1999a) and earlier work by the same 
author, but adds some elements of its own. 
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2 Unification 

According to this proposal, then, the light verb introduces a higher order (relational) 
discourse referent. Provisionally this is taken to be of a pronominal character, need­
ing to be matched to/unifie~ ':ith _a property (with a relat~on in the case of have). 
This pronominal character d1stmgmshes have from own, which can be seen from the 
difference between John has a sister and John owns a sister. 1 

Have is assigned the following entry in a space-saving linear notation, where DRS­
es are ordered pairs of a universe (set) and a condition set: (UK,ConK)-

(4) ({s,a,,B R},{R(s,a,,B)}) 

In (4), R(s,a,,B) means thats is a state of affairs to the effect that a stands in the 
relation R to ,B. 

The 'pronominal' status of R is to be understood in the following way: the con-
dition "R(s, a, ,B)" is to match a parallel condition supplied by the object NP. We 
assume, along with other work on bottom-up, compositional DRT (Kamp-Reyle t.a.) 
that the indefinite contributes a representation of the form (5): 

(5) ({s',-y},{s': ({8},{Sister(8, 1 )})}) 

(5) says thats' is the state of -y being a sister of 8. 8 is an implicit argument of Sister, 
because it is usually inaccessible to pronominal anaphora on its own, like the implicit 
arguments of compounds (Heim (1982)). 

Combining ( 4) with (5) involves matching of the conditions R(s, a, ,B) Sister(s', 8, 1 ). 
This is understood in the sense of term unification. The two 'terms' unify if (i) 
R(-1) = Sister, and (ii) the arguments match pairwise: s = s',a = 8,,B = -y . (ii) is 
familiar from standard DRT, but (i) requires elucidation. In a simplified version of 
the analysis, R is an unconstrained 2-place relation variable. According to the present 
version, have might not be said to be "weightless" anymore. So, R = Sister amounts 
simply to matching subject and object . 

Applying the required (well-known) DRT-rules, we get the following DRS for the 
sentence John has a sister: 

(6) ({n s s' a ,BR 1 }, {n ~ s',John(a),R(s,a,,B),R = Sister,,B = -y}) 

This is still not the entire picture, however, because have is not completely weightless . 
That it has some contribution of its own, and does constrain to some extent the set of 
possible relations, is shown by the oddity of John has a divorcee, intended to convey 
that John is divorced. The set of possible relations that can be matched to have is 

1 In this paper we concentrate on the basic, "light" meaning of have. We are aware of the differences 
between "light" have and "small clause" have, such as John has his coat under the bed, or between 
have of possession and cases like John has Mary's cats now, meaning that Mary's cats are with John 
for the time being. 
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some subset GEN of all possible 2-place relations. According to this version f 
theory, John has a sister is acceptable because Sister E GEN.2 ° the 

Non-relational nouns such as car are assumed to be coerced into relational n 
as suggested_ for genitive c_onstructions in Jensen-Vikner (1994) and Partee (19~~~)' 
Bu~ then this me~~s, as 1t should, that (part of) the meanings of their relationai 
vanants (say, Car m the case of car) are in the set GEN. They can be given entri 
like the following: es 

(7) a. a cat-of: 
b. ( { s, x }, { s: ( {a}, { cat(x), Ra(a, x)})) 
c. ({s,x}, {s: ({a}, {cat-of(a,x)})) 

T~e co~mon trait of (7b-~) is the introduction of a second (implicit) argument (a), 
with which the relevant discourse referent stands in some (GEN-)relation. (7c) in­
corp~rates the relevant relation in its meaning, whereas (7b) is more explicit. Ra in 
(7b) 1s ~ne of t~e relations typically expressed by the possessor relation. Ra is not 
pronommal, unlike of have itself. 

We take GEN to be closed under union or summation. This is motivated by 
examples like the following: 

(8) John has a sister and two cats 

The conjoined NP is taken to introduce a collective discourse referent X which is the 
sum _of t_he two conjuncts. Likewise, the relation contributed by X is the smallest 
relat10n m GEN that comprises Sister and Cat(s)-of. 

3 The Definiteness Effect with Have 

On this approach, the object of have predicts the right kind of properties for the 
Definiteness Effect. 

. Like NPs in there-insertion contexts, the object of have is to introduce a new 
~1sco~rse ~eferent (McNally (1998) a.o.). This is ensured by the requirement (implicit 
~n umficat1on) th~t t~e ~elevant discourse referent should be unbound, where binding 
mclu~es anaphonc bmdmg and anchoring. Discourse-new definites may be admitted 
as obJects of have, precisely because they are not bound to previous context: 

(9) John has the smartest cat I know 

2 Have may ~ot simply b~ conflated with the contribution of the Genitive, at least not in English. 
The set of relations _expressible with light have seems to be a proper subset of those expressible by 
means of the Gemt1ve, as seen from the following contrasts. (Hundertwasser's house is taken to 
mean a/the house designed by H.) 

(i) a. #Hundertwasser has a house in Stuttgart 
b. Yesterday we visited Hunderwasser's house in Stuttgart 

(ii) a. Virginia Woolf has a manuscript/#a hat in this museum 
b. This museum keeps Virginia Woolf's manuscripts/hats 
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Indefinites containing a presupposition, as in John has his cat, are excluded for the 
sarne reason as anaphoric definites. 

Strong "quantifying" NPs are excluded from the object position of have for two 
( closely related) reasons. First, have provides a predicational frame, so to speak, 
which expects a term-type object. A quantificational NP like every sister simply 
does not "fit" into that frame, and there is no access to the free variable required by 

have. 
Second, if one starts out from the quantifier, and tries to introduce have in its 

nuclear scope, several things can happen. Even if we take (10a) as grammatical, and 
do want to get something, the best is an uninformative reading. 

(10) a. *John has every sister: 
b. ({j,n}, {'v'x.({s,x}{n i; s, s: ({/J}, {xSister-offJ})), 

({s' , R,a, }, {n i; s', RE GEN, s' :jRa})}) 

If we assume that unification can be performed for ( 10 b) , this yields the tautology 
reading familiar from Barwise and Cooper: every sister of John is a sister of John. 
But unification should not be possible in this case: have is taken to expect a unifier 

in its local context. 3 

For the same reason, that is, because have expects a local unifier, only narrowest 
scope is possible under operators, or in attitude contexts, in sentences like John thinks 
that Mary has a sister, or Whenever we visited him, John had a cat. 

Mutatis mutandis, the same holds for object NPs with constituent negation: 
within the scope of negation, have and its object are in each other's local contexts. 
So, a sentence like John has no sisters will be paraphrased as It is not the case that 

John has a sister. 

4 Hungarian Light Verbs 
Hungarian light verbs are amenable to the same kind of analysis that has been pro­
posed for English have. One important difference with English have is that typically, 

Hungarian light verbs provide more content. 
For instance, the lexical entry for the verb talal 'find' is said to contain an event 

description (there is a finding event by the agent), and a consequent state. It is the 
description of the consequent state that contains a higher order discourse referent 
awaiting unification. This is based on the intuition that the consequent states of 
these verbs are not hard-wired in the lexicon, so to speak, but are contributed to a 
large extent by the Theme argument, iff it has the required properties. 

(11) a. talal 'find': 
b. ({ec,a}, {ec: ({e,s,P,,B},{e :afind ,8,s:P(/J)})}) 

3 For reasons of space, a full account of this will be provided in the longer version of this paper. 
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..... 

( 11 b) contains _a higher order. discourse referent P which needs to be unified with the 
~rop~rty co~tnbuted by the mternal . argument. In the case of ( 3b), for instance, p 
1s umfied with cat. The first-order discourse referent /3 for the internal argument . 
introduced internally to the event description. This way, /3 on its own is inaccessib;s 
to pronominal anaphora. e 

Hungarian bare nominals are not taken to introduce discourse referents , at least 
not accessible ones. Hence, in the case of (3a), the internal argument f3 remain~ 
unmatched and thus inaccessible. If the object of talal is a full NP, as in (3b) , it 
introduces a discourse referent at the appropriate DRS level, which is then accessible 
for anaphora. Thus the difference between (3a) and (3b) is seen to follow from the the 
different semantics for bare nominals and full NPs, eliminating the need to stipulate 
an ambiguity for the incorporating structure itself. 
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Questions as First Class Citizens 

rJartin van den Berg 
F:X palo Alto Laboratory 

1 introduction 
. er we use Dynamic Quantifier Logic (van den Berg 1996) combined with 

I~~ • d n 1 . istic Discourse Model (Polanyi and Scha 1983, Polany1 1988, van en 
~ w~ . d • d Polanyi 1999) and to give a formal treatment of questions an answers m 
Berg a~ emantics We give a treatment of wh-phrases that parallels generalized 
d nam1c s • . . . 
Y · quantifiers Specifically we mtroduce an operator ? that functions as a 

dynamic • ' 
t •fier and which has the correct semantics to interpret a wide variety of ques-

quan 1 ' ? f • • ·1 1 t . t pes. With respect to the dynamic logic, the operator . unctions s1m1 ar y o 
twhn y antifiers and the right discourse anaphoric behavior of questions will follow 
~s~ ' • 
d. tly from general properties of dynamic quantifiers. Our approach, which stays 

Jr8C • .. f 8 ) 
close to the account of questions and answer~ m (Gro~ne~d1~k a~d Stokho 19 4 , 
implements incremental interpretation followmg the Lmgmst1c Discourse Model. 

The treatment of questions as equivalence relations between possible worlds (f~nc-

t. s from possible worlds to propositions, the latter regarded as sets of possible 
10n c d • h Ids) taken in Groenendijk and Stokhof (1984) poses a problem 1or ynam1c t e-

wor (G d" k ories of meaning as has been discussed earlier in the literature roenen IJ ms, 
van Rooy 1999). The meanings of questions are of a different logical type than the 
meanings of declarative sentences. . . 

Dynamic logic relies on the reinterpretation of what it means to be a propos1t10n 
from a set of worlds (in which the proposition holds) to a relation between an input 
information state and an output information state ( cf. Groenendijk and Stokhof 
1991, van Benthem 1996, van den Berg 1996). It is through this relation that all 
anaphoric information is encoded. 

This suggests is an obvious dynamic interpretation of questions: reinterpret 
what it means to be a proposition and interpret questions as functions from possi­
ble worlds to such dynamic propositions. In this abstract, we will argue that this 
is exactly the right way to interpret questions. The most important problem to be 
solved to achieve this is the fact that questions in this interpretations are functions 
from worlds to dynamic propositions, rather than being themselves dynamic propo­
sitions. Such an interpretation of questions cannot adequately account for the fact , 
that questions seem to behave with respect to picking up and introducing anaphora 
in the same way as declarative sentences: 

(1) I see you have a1 new painting. Who did you buy it1 from? 

(2) Which woman was Bilt2 talking to just now? He2 was talking to his2 sister. 

We will show that when an adequate account is given of the way expressions in a 
discourse add to our information about the world that the discourse describes, this 

apparent conflict is resolved. 

This extended abstract consists of four main sections. In section 2 we give a 
simplified version of the positive fragment of the dynamic plural logic defined in 
(van den Berg 1996) and sketch how this can be used to give a general treatment 
of generalized quantifiers. in section 3 we give a simple treatment of questions in 
terms of this. In section 4 we give a short overview of the Linguistic Discourse 
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~ode], concentrating on its impact on the matt . 
list a number of issues that are discussed in theers at hand. In sect10n 5 we briefly 
extended abstract to simplify and short th· fuWill pap_er, b~t are left out of this 

en mgs. e fimsh with some conclusions. 

2 Dynamic Quantifier Logic 
In this abstract we will u • rti d . 
1996). This is~ dynamic sl: ai~1:p ~h:ch vers10n of the !ogic defined in (van den Berg 
partial assignments to be atle t d for;nulas ~re mterpreted relative to sets of 
gives some useful definitions. o enco e p ural discourse referents. The following 

(3) The set G, restricted to certain subsets: 

~/xED'.: {g E G j g(x) ED}, GJx(l:D := {g E G j g(x) (/. D}, 
x=* .- {g E G j g(x) = *}, GJx,e* := {g E G j g(x) 'f' *}. 

(4) 
The value G assigns to variable xis defined by: G(x) := {g(x) jg E G/x,e*} 

(5) We assign x a value G[x ·= D] ._ {h I 3 G 
h ~x g iff Vy/ x g(y) = h(y) ·- g E : h ~x g & h(x) E D}, where 

the dynamic logic is now defined as follows!. 

(6) G[P(x, ••• 'y)]H ~ (G(x), . .. 'G(y)) E I(P) & g = 'H. 

(7) G[qi I\ ¢]H ~ 3K : G[¢>JK & K['ljJ)H 

(8) G[c:x)H <=> 3D : H = G[x := DJ 

~s~~s::i.:!:;t;x;~a~::dn::n~v:/e!::;;~_definition of a dynamic quantifier. This 

the followmg definition gives one of th d" • 
~cf. van der Does 1982)2 e rea mgs of exactly four women gathered 

(9) 3W ~ MAX(woman):lE ~ MAX(gather)/W n E/ = 4 

(10) 3W ~ MAX(woman):lE ~ MAX(gather u p{W} )/W n E/ = 4 

Where, women is the set of all sets of w . 
gatherers, W, E are variables over set f om~~' gather Is the set of all sets of 
restricts a set of sets to its max· l 1 s o ent1t1es and MAX is an operator that 

N t th t . Ima e ements relative to inclusion 
o e a ' given conservativity these tw th • 

preted directly in dynamic logic Wi h O ~re e same. Both can be reinter­
this will give us y as a d" • £ e c oose ( 0) as the basic definition, because 

iscourse re erent referring to the women that entered. 

(11) ex' /\ M (woman(x')) /\ /\ c , 
x C:x x_x /\Mx<;;x'(enter(x))/\4(x',x) 

where M is a dynamic count t f h . 
1996 for details). erpar o t e maximization operator ( cf. van den Berg 

We can now give dynamic counterparts of quantifiers as follows 

(l~) Qx ~ y(qi(x), 'ljJ(x)) :=ex'/\ x' ~ y /\ Mx'<;;y(¢>) I\ C:x /\ X ~ x' /\ Mx<;;x'(¢i(x)) 

We do_ not define negation. The reason is that a . . 
over a partial logic, complicating all deli ·t. . useful dynamic negation can only be defined 
We will discuss this in the full p Ill ions m ways that are irrelevant for the current discussion 

2 . aper. . 
Other static definitions can be made dynami·c . . .1 m s1m1 ar ways. 
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ur approach, a discourse consists of a sequence of atomic units, called basic 
IJJ 0ourse units (BDUs) . Every unit encodes an atomic proposition. For discourse 
disc oses, it makes sense to think of the set of possible worlds corresponding to such 
pur~position as a partial (possible) world3 . The logical representation of the unit 
fl p~icitly quantifies over variables that range over possible worlds. In the case of 
etPnt clauses, these partial worlds have the special property of characterizing an 
event with the usual relations defined on them. Let's illustrate this idea using (13), 
eve , . . 
with variables ei rangmg over partial worlds. 

(l3) A man walked to the bench. He sat down. 

(l3') 3xo c:-;; es(sing(xo) /\ man(xo), 3eo(sing(eo) , wttb(xo)) 
/\:lX1 ~ Xo.(sing(x1) , :lei~ es(sing(e1) /\ eo :Snext e1, sitdown(xi)) 

The first part binds xo to a man that walks in the direction of a bench, and eo to 
an event of that kind. Note there could be more than one man satisfying this and 
consequently more than one event. The second sentence binds x 1 to the same man 
(by being a subset of x0 that consists of 1 element), claiming that that man sat 
down, and e1 to the event of sitting down. Furthermore, both events eo and e1 are 
required to be part of some larger sum-partial-world e8 • This last condition is to 
make sure that the two events are compatible4 . 

3 Simple Questions 

Within the formalism we defined above, defining what it means to be a question 
is simple enough. We can define a pseudo-quantifier ?, which will encode the wh­
part of the question. Given the definition of generalized dynamic quantifiers, this 
definition looks almost too simple. 

This binds x to the largest set satisfying </J(x) . Note that this set will in general not 
be unique. Using this, we can give an interpretation of examples (1) and (2) above. 

(1) You have a1 new painting. Who did you buy it1 from? 

(1') :lx(pntg(x), 3e0 c:-;; e8 (sing(e0), (e, have(e0, x)))) 
/\?y1(person(y1),:le1 t:-;; es(sing(x1),:lx1 t:-;; xo(sing(x1),ybf(e1,x1,Y1)))) 

Because ? is defined as a quantifier, it is transparent for anaphoric reference, so 
no special problems relative to anaphoric binding arise. There is, however, another 
issue that does need to be addressed: what is the origin of e8 . For the moment, we 
will assume that e8 can be any partial world that both e0 and e1 are part of that is 
compatible with our information so far. 

3.1 Groenendijk and Stokhof 1984 

This definition comes very close to the original interpretation of a question that 
Groenendijk and Stokhof gave in 1984. The main difference is that this definition 
is contextualized: for discourse initial questions, the meanings coincide. 

To illustrate this, look at the following question and interpretation in initial 
state G, where we left out all anaphoric links to stress this is discourse initial: 

3We will discuss the reasons for this view somewhat more below. 
4 In fact, this sum world is very likely to be important in determining what it means to be the 

next event. This is an issue, however, that is outside the topic of this paper. 
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(15) Which dog entered? 
G[?x(sing(x) I\ dog(x), 3e(sing(e), enter(e, x)))]H 

After this H(e) will be some partial world in which one dog entered, and H(x) will 
be that dog5 • Partial worlds correspond to sets of possible worlds, so for different 
sets H(x) of dogs (i.e. different answers), we are given a different set H(e) of 
possible worlds. 

Given this correspondence, all of Groenendijk and Stokhof's treatment of ques­
tions and answers can be transplanted on this dynamic approach. 

4 Discourse Grammar 

The formalism above suggests that the units of discourse relate to the preceding 
context in two ways. First of all, they build up a more and more precisely defined 
partial world, like es above, and second, the relate anaphorically to preceding units 
in the same narrative, enumeration, etc., like e0 above. These two aspects originate 
in different stages of the construction of the discourse. 

The Linguistic Discourse Model (LDM) is designed as a discourse parser designed 
to incrementally construct a meaning representation of the input discourse as a tree. 
Consecutive units are attached at the right edge of the tree. 

+ 

The combination of DCU1 and DCU2 can either be a coordination, a subordination 
dr a binary construction 6 . 

Here I will not discuss binaries, but illustrate the other two with simple example. 

(16) (a) John came in. (b) He put the groceries on the table. 

(17) (a) John came in. (b) He was screaming. 

Example (16) illustrates a coordination of events, in this case forming a list called 
a narrative. (16a) introduces an event e1, and (16b) introduces a second event 
e2. Because this is a coordination, the event introduced by the two together is the 
combination of these two, the smallest relevant event e. that contains both these. 
In the case of (17), a subordination of the kind elaboration, "the sum" event is 
essentially the subordinating event e1, and the elaborating (17b) is interpreted in 
the context of that event: 

5This example was chosen to be singular for a reason. The plural case will nly work right 
within the full logic . In particular, we need the fact that that logic is partial to account for 
negative answers were there are no dogs. This is discussed in the full paper. 

6The input DCU will be Coordinated with a node present on the right-edge of the tree if it 
continues a discourse activity (such as topic chaining or narrating) underway at that node. The 
input DCU will be Subordinated to a node on the right-edge of the tree if it elaborates on material 
expressed at that node or if it interrupts the flow of the discourse completely. The input DCU will 
be Binary-attached to a node if it is related to that node in a logical, rhetorical or interactional 
pattern specified explicitly by the grammar. We refer to Polanyi (1988), Polanyi and Scha (1983) 
and Polanyi and van den Berg (1996) for more details about the LDM. 
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• 11 now discuss how to formalize this informal idea. 
We ~th the LDM/DQL approach, units are ~iven me~nin_gs that themselves do 

tain anaphoric referents. all contextual mformat1on 1s transported through 
not con . h" h . 3 C ( f t set restrictions on the quantifiers, w 1c are wntten as x _ Y c . van 
cont; g 1996) . This also holds for the variables referring to partial worlds. To 
den_ er this every sentence is considered to introduce two discourse referents to 
ch1eve ' · · b t th a • 1 orlds. One which is supposed to encode the sum of mformat1on a ou e 

partia w · "b · f h ·t ·t If T k • 1 world and one that encodes the specific contn ut10n o t e um I se . a e 
partia 1 (16) above. The meanings of (16a) and (16)b are (R• denotes a placeholder 
eJCaJ!lP e . . ) . 
for relations that are filled m by the discourse grammar . 

(l6) ( a) 3egR • (sing( eg), 3x0 R • (j(xo), 3eoR • ( eo ~ eg /\ sing( eo ), c( eo, xo)))) 

(l6) (b) 3e{(sing(e0, 3x1 ~ •(sing(x1), 3e1R • (e1 ~ ef /\ sing(e1), pgt(e1 , x1)))) 

When these two are coordinated, the resulting meaning in the coordination node 

is: 

(l6) (a+b) 3eg(sing(eg) , 3x0R• (j(xo),3eoR• (eo ~ eg /\sing(eo),~(eo,xo)))) 
/\:lef 2 e0 (sing(ef) ,3x1 ~ xo(sing(x1),3e1 ::::next eo(e1 ~ ef/\smg(e1),pgt(e1,x1)))) 

In a similar way, the partial descriptions of the world are integrated into a more 
and more complete description of the world of the discourse. 

This gives a way of more explicitly discussing whether in a certain context so~ethi~g 
is a valid question or not. Given a partial description of the world, a question ':'7111 
extend this with possible extensions of that world, with possible a~swers. Followmg 
Groenendijk and Stokhof, a question is a valid question if there 1s more than ~ne 
possible extension to the world, i.e. more than one non-equivalent set of possible 
worlds that gives a possible answer. 

5 Other Issues 

Because of the short length of this extended abstract, a large number of issues 
could not be addressed that are relevant for the above discussion. Some of these 
have already been mentioned before. The first few relate to simplifica~ions made to 
the logical formalism. In the full paper, we will be using the full logic of van den 
Berg 1996. 

• Negation was left out of the definitions of the logic, because a good definition 
of negation in a dynamic context requires the logic to be partial, severely 
complicating the definitions. 

• We only discussed collective quantification here. One problem with that is that 
it makes it very hard to discuss empty answers like noone did, to questions 
like Who came in. · Distributive quantifiers allow for such answers ( essentially, 
because theuniversal quantifier, used to define distributivity, does not have 
existential import). 

7This is similar to the way quantifiers over entities introduce two referents, one referring to 
the restriction of the quantifier (the CN-anaphor) and one to the actual entities introduced (the 
normal anaphor). 
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• An issue relating to distributivity is variable entanglement. The value-range 
of one variable can be dependent on the range of another in a skolem function 
like manner. this property helps to explain questions with more than one 
wh-phrase, and certain questions with embedded quantifiers which need a 
paired-list answer. 

Other issues discussed in the full paper are 

• A question introduces a referent that is an extension to the current partial 
world. However, this referent does not constitute a real piece of information 
about the world of the discourse. Only the answer gives such information. As 
such, a question is very similar to a modal subordination. An extension to the 
world, compatible with the world described so far, but in its own modal space, 
is introduced and a later sentence (the answer) is interpreted in its context. 

• this issue leads to the general question what the precise discourse grammar 
rules are that guide the incorporation of the question and its answer into the 
discourse structure. 

6 Conclusions 

Given the right kind of formalization of dynamic semantics, formalizing questions is 
not that too difficult. In the full paper, we discuss how essentially all of Groenendijk 
and Stokhof's theory can be incorporated, without sacrificing any dynamic proper­
ties. We show that questions really are first class citizens, with formal properties 
not unlike the other units of discourse and that it is the discourse rules that, in the 
end, determine what it means to be a question. It is those rules which will resolve 
variables over partial worlds one way or another, determining whether the world 
described in the unit adds directly to the world the discourse is building up (in the 
case of declaratives) or whether that world is only added potentially (in the case of 
questions), needing an answer to "integrate" it to the world of the discourse. 
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• 1 A New Probability Model for Data Oriented Parsmg 

Remko Bonnema Paul Buying 

ILLC AI, UVA 

Remko Scha 

ILLC 

• d • (DOP) (Scha 1990) is a probabilistic ap-und Data onente parsing , . . . . Ii 
1311ckgr: natural language interpretation and disambiguation'. ~~1ch differs s1gm -
proach t m revious attempts in this direction. Earlier proba~zlzstzc grammars were 
,antl\~~:tic1:lly enriched competence grammars; the data oriented a?proach, how­
proba I I ' 1 guage by a stochastic process which recombmes structures defines a person s an 1 · e ce 
ever, t t d from a representation of the person's past anguage expen n h t are ex rac e . t t · ) 
t a s of utterances with syntactic/semantic anno a 10ns • 
(i.ertt:o:~:nted language processing is usually implemented as_ an e~tremely re­

a stochastic tree substitution grammar (STSG). The substitutab e trees em-
dundant • • 1 11 the fragments that can be extracted from the cl by this grammar are s1mp Y a . f t d 
p)oye The substitution probability of a tree of a particular category is es ima e 
corpu:- robability of sampling it from the collection of all fragments of the same 
as th p that are extracted from the total of all corpus trees (Bod, 1993) . category 

• • aries Let G be a CFG-grammar and let a1' . . . 'ak be arbitrary deriva­
Prehmm f G If A is a non-terminal, we call the parse tree 
tion trees) or frparse trte esl/ y. a. is lexicalized A ( a1 ... Ok) is called a constituent (ai . .• ak a agmen . ever i , 
A t't t 
tree or a cons z ue~ • "d t t rt a parse tree r' iff there exists a CFG-derivation A parse tree r 1s sa1 o s a 11 · ·t· z 

. .. => a = r'. If a fragment o starts a parse tree r we. c~ . a an zm za 
r = a1 => n d fi e a(r) to be the set of all m1tial fragments fr t of 7 For a parse tree r we e n . 

agmen h • • Tal fragments we let o-(r) = 0. A parse tree may also occur m 
of r If r as no mi 1 ' ( ) , · · f ' starts r-.rse tree according to the following definition. 1 r occurs m r, I r ' a pa ) . , · 

, • - (o ·· · a·· · ·ok 1fr occursmo;. 
(2) r occurs m r - A 1, di define f(r'· r) to be the number of instances 

For two parse trees r an r, we . ' ( '· ) - 0 For a frag-
1 cur in r If r' does not occur m r, we let f r , T :-- · 

:e:t ~a:0 ::tituent; we use r(r) to denote the (root) label or category o! ~' s~ch 
that r A a1 • • • Ok - · ( ( )) - A Let N(r) refer to the number of non-root sym o so a 

constituent r that are non-terminal. treebank T is given as a 
Th u hout this text we assume that a corpus or . 

ro g • The term collection is used to emphasize collection of constituent trees r1' •• • 'r n • . . b k T e define C 
h ld f r i ...,t. 1 Given a tree an , w the property that T; = Tj may o o .,... • - Un ( ) t 

to be the set of constituents occurring in r E T. We use a[C] - \~=1 a _r, l ~ 

refer to the set of all initial fragments ohf T. -;e tme~i~:: ::te t: :~:-st~;:::: of 
as a subscript of the set C to denote t e res nc ion ° 

11 
category A. Analogous to the definition above, o- [CA] then denotes the set of a 

initial fragments of CA. • a cor us T is denoted 
The total number of instances of a parse tree r m p . 

f (r) = Ln f( r · 1'.·). Given a parse tree r of category r(r), the relatz(ve) /ofcc(ur(re)n) ce 
1=1 '· • F( ) fr in Tis defined as F(r) = f r r r · frequency or relative frequency r o 

T h Cl • I DOP Model To generate a new sentence from fragments present 
e ass1ca . . r f /ef+most sub-• th the DOP model defines the compos1t10n opera ion o J• 

m e corpus, • f f t The composition of fragments 
stitution, a ~artial functi/3on_ ond ~air~ ~ff ::::~et"of (3 is identical to the leftmost a and (3, wntten as a o 1s e ne 

-----------:---:-::----:-:-.-:- • •1 bl (B nnema Buying and Scha, 1999) as 
1 An extended version of this article :s aLlso _ava{ a e age oand C~mputation, Amsterdam, The 

Technical Report PP-1999-26, Institute ,or og1c, angu 
Netherlands, 1999. 
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non-terminal of a. A leftmost derivation a1 o • • • o O'.n of a constituent r starts 
with an initial fragment a 1 E cr(r) and continues by repeatedly substituting a frag­
ment ak+1 for the leftmost non-terminal of the fragment (((a1 o a2) • • ·) o °'k). 
Bod defines the probability of substituting a fragment a = A ( 0'.1 • • • O'.k) for a non­
terminal A, as the number of occurrences of a in the treebank, divided by the 
total number of occurrences of fragments with label A (Bod, 1993; Bod, 1995). 
Thus, p(a) = f(a) / I:a'Eo-(CA] f(a'). The probability of a derivation is defined as 
the product of the probabilities of the substitutions that it consists of; p(a1 o • • . o 

am) = p(a1) • • • p(am) - The probability of a constituent is equal to the probability 
that any of its distinct derivations is generated, i.e., the sum of the probabili­
ties of all derivations of that constituent. Let T be a constituent that is derived 
from the corpus by derivations d1, . .. , dn, where each di consists of the fragments 
a 1i o a 2i o • • • o am;i = r . Thus, a;j denotes the i-th fragment of derivation j. Then 
the probability P( r) of r is given by 

n mi 

P(r) = LITP(O'.ij) - (1) 
i=l i= l 

Problems with DOP The most important innovation that the data oriented 
approach has brought to stochastic parsing is the decision to use all fragments from 
the corpus directly as a stochastic tree substitution grammar. In this section we 
question the decision to define the probability of such a fragment as the relative 
frequency of the fragment among all fragments with the same root label. For a 
constituent r = A ( r 1 r2 • • • Tk), the size of the set of initial fragments is given by 
the recursive equation lcr(r) I = n:= l (lcr(r;) I + 1). The exponential nature of the 
fragment extraction operation, implies that large corpus trees make a dispropor­
tionately large contribution to the probability mass of the fragments. The biggest 
constituent of category A that exists in the data, determines the order of magnitude 
of the probability of all the fragments in that category. 

We will illustrate this effect by a simple calculation. Suppose, for ease of calcu­
lation , that our treebank consists of balanced binary trees. Suppose furthermore, 
that one constituent r 1 of category A has depth h(ri) = 6, and that all n other 
constituents r2, ... , Tn+t of category A have depth h( r;) = 5. For depth 5, the 
value of la(r;) I is equal to 458329, for depth 6, lcrh)I.::: 2.1 • 1011 . This means that 
the part of the probability mass of fragments of category A, that is absorbed by 
fragments with depth 6, is (2.l · 1011 - 458329)/(2.1 • 1011 +n ·458329). For n = 999, 
i.e., 1 in 1000 constituents has depth 6, this means that 99.8% of the probability 
mass for category A, goes to fragments of depth 6. 

Constraining the size and form of fragments Given the problem described 
above, how was DOP actually used with treebanks of non-trivial size? The answer 
lies in a simple heuristic: a set of constraints is imposed on the size and form of 
the fragments that are taken into consideration. Khalil Sima'an (Sima'an, 1999) 
suggested constraints on four different parameters: maximum depth, maximum 
number of substitution sites, maximum number of lexical items, and maximum 
number of consecutive lexical items. The right constraints compensate for the bias 
on fragment extraction. Only a very small percentage of large fragments complies 
with these constraints, while they do not particularly restrict the number of smaller 
fragments. Reasonable behavior on actual data was achieved with fragments hav­
ing the following maximum values: two substitution-sites, three consecutive lexical 
items, nine lexical items in total, and depth four. Experiments showed that lower 
and higher values of the depth parameter caused a decrease in accuracy (Bonnema 
et al., 1997). 
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. . Model We propose a new probability model for DOP, in 
probab1hty t t has a closer connection with the extent to 

J. rJe"'h probability of a fragmen _re~h treebank The problem discussed in sec-
!Jich t e rted by occurrences m e • 11 f ents 

fl ·ch it is suppo h ubstitution probability of a fragment (relative to a ragm f 
.,bl sho"' that t e s . ot ro ortional to the relative occurrence frequencr. o 
tiOll ~Ille category), is n PThp l . l DOP model thus employs a probab1hty of the s~ . th treebank e c ass1ca 

the {rag~:~ 1:va~dates the .princfiple of :refeli:~:~~J~::~:fo::c~:i:;0~~::;~~r~: 
ea,sur . that occur less requen ' an . h 

J1l Iternatives. . b . . d b hind the data oriented parsmg approac ' 
0ver a. e to rnamtam the as1c 1 eas e ? 

it possibl. ding the disturbing property shown above. 
,vhile avol . . 

.d the basic idea behmd DOP. We thmk b bility Let us recons1 er . . f 
fragtJJ.ent Pro a b . ted by a stochastic process which combmes rag-

ry utterance as emg ge~er~ t' We do not have direct evidence 
ofe~: by means of the substit~!~o:il o~::~ ~o:~ we can get indirect evidence about 
J1lbout which fragm_ents people a ~e from the population of utterances; and (2) 
;his, by (1) c~~lect1_n~,: i::it~::a:~ut the structure and interpretation of these 
registering a mgms result in what we call a treebank. 

These two processes · th 11 ction tterances. f d • t a hypothesis concernmg e co e 
u Such a treebank must be trans o:me ~:i:ution probabilities. To collect corpus 
of substitutabl~ fragments an~:hs:~:~ measure the number of times the fragment 
evidence for a smgle fragment, t This is achieved by viewing every corpus 
is used in the annotat~d cor~us . rees. each consisting of a sequence of fragment 
tree as the set of all its derivati;ns, t upplied by a single constituent is then 
substitutions. The evidence fofr a ra~mthen eslat1·ve frequency of the constituent, and 

b. f n of two actors. e r • • 
given by a com ma io . . t· f this constituent that contain a substitut10n 
the fraction of the possible deriva ions o "ll all the fragment distribution with 
f the fragment. The latter measurement we w1 c 

;espect to a particular constituent: t T we may define the fragment distribution 
Given a fragment a and a co~st1~uen r' th t start with a. Let 8(r) denote the 

) the fraction of all derivations o T a 
:e~~; a~spossible derivations of a constituent r. Then, 

\{dj E 8(r): a1j O • • • 0 O'.d;i = r}I (2) 
<f>(a,r) = \8(r)\ 

h l ts of a(r) define a partition on the set 8(r), 
with a1j = a. Note that t e e em~n b t SC 8(r) containing all derivations of 
i.e. to each a E er( r) corresponds t e su se -) - 1 For each constituent T with 
T that a starts. Hence we have I:aEu(r} </>(al Tl~ ~he prior probability that the 
the same category as the fragment a, we let~ cl~; ~y the probability that we select 

· d ·n a derivation of T mu 1P ie A 
fragment a 1s use 1 b k Th bability of a fragment of category 
the constituent T from the tree an • e pro t To compute the substitution 
expresses the joint probability of th~se tfwtoh evehn o~~ tree bank we take the sum of 

. . f f nt on the basis o e w ' 
probab1hty o a ragme . t f tegory A present in the treebank: 
this product over the set of const1tuen s o ca 

p'(a) = L F(r)</>(a,r) (3) 

. . . variable on T is either internal to a fragment, or 
In any derivat10n of 7 a non-root b" t· n •is allowed the cardinality of 8( r) 

. . • bl Since any com ma 10 ' . . 
a subst1tut10n varia e. t f th set of all non-root variables m T. 

h d• rt of the powerse o e . 
is equal to t e car ma 1 y N(r) Th b of derivations of T that start with a 
Hence, we have \8(r~ I = 2 • ilab;e :~:t~:ution variables of a from the available 
is given by subs~ractmg the ava h N( ) bstitution variables for which to choose 
substitution variables of T. I~ T ~ bl T) su t and an initial fragment a is given, 
between substituting (for this varia e or no ' 
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t?en only N(r) _ N(a) b 
gives su stitution nodes remain avail bl a e. Substituting in 

(2) 

</J(a, r) = 2N(r)-N(o:) - 2N(r)2-N(o:) 

2N(r) - 2N(r) = 2-N(o:) 

Wedefine</J(a,r)=</J(a)= 2-N(o:). (4) 
r such that a i a(r) E t· , if a E a(r), and let </J(a r) - 0 for 

• • qua ion (4) shows th t th . ' - constitu 
a, Is used in a derivation of a constit t . a. e prior probability that a fra ents 
complexity of a alone. This . . uen r, IS mdependent of r, and depend gment 
model. Is an important property of th s on the 

e proposed probability 
Lemma 1 r,, ' 

r or every constituent tree r 
! 

L 2-N(o:) = 1. 
o:Ea(r) (5) 

A detailed proof of th· l . . (B Is emma Is g1 • 
onne~a et al., 1999). Since </J(a, r) - ~e; m an ~xtended version of this text 

we restrict the sum over C . , . - or constituents r such that 
• f, . Alllequat10n(3)t . aia(r) 
I.e. or which a E a( r) holds If C d o constituents r that are start d b ' 
started by a, then " • o: enotes the set of all constituent f e y o, 
taking the su'm of thL..,r ElCQ _J ( r) = f (a) and therefore L F( ) ~ Fo C that are 
f ere at1ve frequencie f 11 rECQ r - (a) Thus 
rag~ent a, amounts to taking the rela/ o t constituents that are started by th~ 

Given a treebank T and th ive r~quency of a itself. 
p~obability of a fragment a, to ; se_t C a: constituents occurring in T we defi th 
with e given y the probability function p' ': a[C] ➔ n[~, l]: 

p'(a,) = rN(a) F(a) 
In the extended version (B (6) 
1 • onnema et al 1999) owmg theorem ·' .we use lemma 1 t • o prove the fol-

l Theorem 1 
Let C be the set of constituents occurring . 

in a corpus T . Then, 

L rN(o:J F(a) = 1 
o:Ea[CA] (7) 

Behavior of the New Probabilit M 
model assigns probabilities to trees :nd odel We demonstrate how the new DOP 
~xt {ree grammars (PCFGs) (Booth' and ~ake a comparison with probabilistic con­
d e emonstrate that the new model . .d om~son, 1973) and former DOP models 

ependence assumption as mad b IS I entical to a PCFG model when th . • 
Suhbsequently, we show ~ith an e:amy alllhPCFGhmodels, is validated by the Jata­
w en the • d P e ow t e new d 1 • • 

the Jorme::i~::~:~: :;:;~:n~:r~v;ot validated. It :~11 eb::::v:;P:~e:/t':a~ 
. ?e first example concerns a h u~on PCFG models in this way. 

exh1b1t any dependencies between tb::t~;t1cal t~eebank, in which the trees do not 
formal definition of such a treebank . . G rebwnte rules that constitute them Th 

Let G be a PCFG Is given elow. • e 
. -grammar. With 

product10n probabilities of G . respect to a treebank T = r 
(Ch" d G . are given by the st d d l I, •• • , Tn, the 

. I an eman, 1998):p(A ➔ ) - f an ar re ative frequency estim t 
assigns t . a - (A ➔ a)/J(A) Th a or O a tree r, IS given by p(r) _ n . . e probability that Q 
the property that for all fragme t /J- (A:->a)~G p(A ➔ a)f(A-+a;r). Let Th 

n s occurring m T the £,oll . h ave 
' owmg olds 

f~ • 

f (r(/J)) = IT p(A ➔ a,)'(A-+a;/J) 
(A-+o:)EG 
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(8) 

r F(r} PCFG new DOP old DOP 

(1) s(A(O}} 1/8 1/8 1/8 1/12 

(2) s(A(l}} 1/8 1/8 1/8 1/12 

(3} s(B(O}} 1/8 1/8 1/8 1/12 

(4) s(B(l}} 1/8 1/8 1/8 1/12 

(5) s(A(0}B(0}} 1/8 1/8 1/8 1/6 

(6) s(A(O)B(l)) 1/8 1/8 1/8 1/6 

(7) s(A(l}B(O)) 1/8 1/8 1/8 1/6 

(8) s(A(l)B(l)) 1/8 1/8 1/8 1/6 

Figure 1: Example trees, their relative frequencies and probabilities. 

Th" equation expresses the proposition that the application of a rewrite rule of G in 
f : an independent event. Call this the independence constraint. Figure 1 shows 

'ossible instantiation of T, where G contains the rules S ➔ A and S ➔ B with 
;r~bability 1/4, and S ➔ AB, A ➔ 0, A ➔ 1, B ➔ 0 and B ➔ 1 with probability 

1/2. 
Given the independence constraint, we can demand of a unbiased language model 

that the probabilities it assigns to trees occurring in the data, equals their observed 
relative frequency. By definition of T, a PCFG employing the relative frequency 
estimator, will assign correct probabilities to all trees in T . The new DOP model 
assigns correct probabilities to the trees as well. In fact, the new model is identical 
to a PCFG, under the independence constraint, for any choice of G (Bonnema et al., 
1999) . The former DOP model seems heavily biased towards the lager trees. In the 
next example we will see how the three models behave if we drop the independence 
constraint. 

We construct a new corpus, by taking all instances of tree (2), and swapping 
their A(l) with the A(O) in all instances of tree (5). This causes tree (2) to become 
equal to tree (1), and tree (5) to tree (7). Our new corpus no~ consists of the 6 
trees given in figure 2 

Selection of the rule s(A) should now increase the probability of A(O) as a 
continuation of A. To the PCFG model the treebank is identical to the previous 
one, since the relative frequency of rule application did not change. The new DOP 
model, on the other hand, seems to accurately represent the dependencies in the 
trees. Take for example the four trees that have an identical relative frequency of 
1/8: trees (2), (3), (5) and (6) . Tree (5) has a clear internal dependency. The 
data show that s(AB) and A(O) exhibit a tendency to avoid each other. Tree (6) 
has the adverse dependency. We see this dependencies reflected in the probabilities 
assigned to trees (5) and (6), that are respectively 1/64 below and above the PCFG 
probabilities. 

Constituents (2) and (3) exhibit no internal dependencies between rules. Their 
assigned probability is therefore equal to the probability assigned by the PCFG 
model, and falls exactly between the values assigned to (5) and (6). The probabilities 
of the former DOP model also show differences related to internal dependencies, but 
even greater differences related to difference in size. 

Conclusion We have given a detailed demonstration of counterintuitive predic­
tions which the "classical" DOP model generates. The impact that a piece of data 
has on the predictions of a data oriented parsing system seems to be primarily 
determined by the sizes of the trees that it occurs in, rather than by its overall 
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T F(r) PCFG new DOP old DOP 
(1) s(A(O)) 1/4 1/8 12/64 6/48 (2) s(s(O)) 1/8 1/8 8/64 4/48 (3) s(s(l)) 1/8 1/8 8/64 4/48 (4) s(A (O)s(l)) 1/4 1/8 11/64 11/48 (5) s(A(l)s(O)) 1/8 1/8 7/64 7/48 (6) s (A (l)s(l)) 1/8 1/8 9/64 9/48 

Figure 2: Example tr th • I . 
ees, e1r re ative frequencies and probabilities. 

occurrence frequency. We pro osed an I . . . 
ity that does not suffer from ~uch b' a ter;at1ve defimt10n of fragment probabil­
fragment in the derivations of I . iasl_es.d he _measure for the involvement of a 
d . a ex1ca ize tree is show t b . 

ependmg on the complexity of th f I n o e a pr10r probability 
II . e ragment a one This 

over a possible fragments of a I . 1· d • measure sums to unity 
h ex1ca 1ze tree Th· It t at the proposed model defi . • is resu may be used to show 

nes an STSG with pro d . 
an example, we demonstrated how th b bT per pro uct10n probabilities. In 
new model, compares with those ass~ :ro a I ity of ~~rs~ trees, as assigned by the 
and by "classical" DOP m d I g ed by probab1hst1c context free grammars o es. 
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Consequences from Quine 
Robin Clark (1) , Natasha Kurtonina (2) 

(1) Department of Linguistics, University of Pennsylvania 
(2) Fitchburg College, Massachussetts 

Quine (1960) gave a combinatory logic that was fully equivalent in 
ressive power to First Order Logic (FOL) but which eliminated syn­

ex~tic variables. In this paper, we will reexamine Quine's logic, provide 
t: exact semantics and proof theory for it, and show how this logic 
:an be dynamicized without reference to syntactic variables. We aim, 
therefore, to give a full dynamic semantics, with an appropriate proof 
theory, based on Quine's combinatory logic. Moreover, we show that 
our reconstruction of Quine's combinatory logic is expressive enough 
to define the operators of Arrow Logic. We are particularly interested 
in analyzing the role played by syntactic variables in dynamic models 
of semantics. In general, dynamic models of semantics hang their dy­
namism on assignments of entities to syntactic variables; see, for exam­
ple, Groenendijk, Stokhof & Veltman (1996) or van Benthem (1996) for 
discussion of variable assignments in dynamic models. The model we 
propose, below, eliminates syntactic variables in favor of combinators 
that directly bind semantic arguments. It is, therefore, of some general 
interest to show that such a system has a dynamic interpretation. 

An interesting and important application of Quine's combinatory 
logic is reference tracking in natural language. Consider, for example, 
switch reference systems, as exemplified by Zuni (Stirling, 1993). 

(1) An leonal-kwin pro; te'ci-nan lelo-nan pro; kwato-p 
his box at arrive-SAME box-inside enter-DIFF 
proj an-alt-u-nan proj iteh-k'aia-kae 
indirective-be.closed-CAUSE-SAME throw-river-PAST 

"He; came-SAME to where the box was lying; he; entered­
DIFF the box and hej closed-SAME it for him; and hej threw 
it into the river." 

In the above, -nan marks that the subject of the following clause will 
be the same as the subject of the current clause and -p marks that the 
subject of the following clause will be different than the subject of the 
current clause. The switch markers behave in an inherently dynamic 
way. They inform the hearer that the reference of the next subject 
should either be maintained (in the case of -nan) or that the hearer must 
find a different discourse entity to fill in the subject position. We should 
note that switch reference is subject to a great deal of variation across 
languages. In particular, it is often the case that switch reference marks 
more than corefence or obviation; indeed, switch reference markers may 
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also encode temporal relations and even spatial relations. Furthermore, 
switch reference often occurs between a subordinate clause, which bears 
the switch reference morpheme, and the superordinate clause, which 
determines the tense of the embedded clause. Finally, languages may 
vary in the way they interpret switch reference and plurality. See, for 
extensive discussion, Stirling (1993) . 

We will show that Quine's combinatory logic (QCL) can be eas­
ily adapted to provide a compositional account of switch reference and 
similar reference tracking systems. Basically, Quine's logic works by 
semantically binding a single argument of a predicate using a combi­
nator "Der." In order bind several positions in a complex predicate, 
Quine needed combinators to shift and identify arguments; he gave 
two inversion combinators ( "Inv" and "inv" )and a reflection combi­
nator ( "Ref' ) to do this. Finally, he gave two boolean combinators­
Cartesian Multi plication ( "x") , which corresponds to coordination, and 
negation ("Neg")-which make the system equivalent to FOL. These 
combinators combine with n-place predicates to form expressions in 
QCL. Quine gives the following definitions: 

(2) a. Derelativization: 
(Der P)x1 . . . Xn-1 if and only if there is something Xn such 
that Px1 . . . Xni 

b . Major Inversion: 
(Inv P)x1 . .. Xn if and only if PxnX1 . . Xn - l i 

c. Minor Inversion: 
(inv P)x1 ... Xn if and only if Px1 ... Xn-2XnXn - 1i 

d. Reflection: 
(Ref P)x1 . .. Xn-1 if and only if Px1 .. . Xn-1Xn-1i 

e. Negation: 
(Neg P)x1 ... Xn if and only if not Px1 ... Xni 

f. Cartesian Multiplication: 
(PxQ)x1 .. . XnYl .. . Ym if and only if Px1 . .. Xn and Qy1 . .. Ym· 

We will revise Quine's system by giving an explicit semantics and corre­
sponding proof theory for it. We also prove that every closed first order 
formula has at least one corresponding combinatorial translation. For 
example, the first order sentence in (3)a translates into the expression 
in (3)b in QCL: 

(3) a. :3x :3y [Pxy I\ Qxyx] 

b. (Der(Ref(Der(Ref(Inv(inv(Ref (Inv (P x Q))))))))) 

A dynamic version of QCL requires that we introduce new combi­
nators for memory management; in particular, this addition will allow 
us to model a switch reference system. In essence, we require a special 
memory location, call it a pseudo-name, into which we can store a dis-
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course entity for future reference. We can define a special combinator, 
LOAD, which will store a discourse into the pseudo-name. We now 
define two combinators, SAME and DIFF, which we can use to man­
age the memory. In essence, SAME will maintain an entity already 
LOADed in the pseudo-name while DIFF will test the current proposi­
tion with the current value of the pseudo-name and the LOAD a new 
value into it . 

We can think of SAME and DIFF as dynamic binding combinators 
which differ from Der in making reference to the value of the pseudo­
name (our memory store) , call it c*. Consider, now, the following 
admittedly artificial example: 

(4) A man1 entered. A boy2 saw him1. He2 ran away. 

On this analysis, we add SAME and DIFF to Quine's inventory of 
combinators, discussed. LOAD is treated as a normal predicate. We 
can now model the sequence of sentences in (4) by the following (where 
SEEx, y is interpreted as "x sees y" ): 

(5) a. (SAME (Ref (Ref (x (x LOAD MAN) ENTER))) 
b. (DIFF (Der (Ref (Inv ( x BOY SEE))))) 
c. (SAME RUN-AWAY) 

The expressions in (5) can be interpreted as follows: First, in (5)a, a 
referent is loaded into c* and it is asserted of the value of c* that it 
is a man that entered. Furthermore, the value of c* is preserved for 
the next clause. Second, in (5)b, it is asserted that there is a boy and 
that this boy saw whatever is the value of c*. Notice that the inversion 
combinators must be used to make c* the subject of a 1-place predicate. 
Finally, a new value is LOADed into c* by the DIFF combinator. In 
(5)c it is asserted that the new value of c* ran away. 

An attractive feature of this system is that we can give a proof 
theory for it in a sequent calculus form. We will first give a sequent 
presentation for Quine's basic system, QCL, by defining left- and right­
introduction rules for Quine's combinators. The next system will cor­
respond to dynamicized QCL. Here, we have to take into account how 
memory management works in the deductive presentation. We use 
Labeled Deduction for presenting the sequent calculus. Sequents for 
dynamic combinators will be of the form: b; X => Y where b stands 
for "memory box" and X and Y are sequences of labeled formulas. The 
content of the memory box is managed by left- and right-introduction 
rules for SAME and DIFF. 

An interesting property of CL is its versatility of expression. For ex­
ample, we can easily formulate modal propositional operators that are 
analogous to Quine's combinators with the following truth conditions: 
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(6) Modal Combinatory Logic (MCL) 

X1 •• . Xn-1 F Dp iff 
X1 ••. Xn F Ip iff 
X1 • •• Xn F ip iff 
X1 ••• Xn F Rp iff 
X1 • • • XnYl •• • Ym F P X q iff 
X1 • • -Xn I= Np iff 

X1 ••• Xn-IXn F p for some 
L- 3::11 XnXl • •. Xn-1 1 p 

X1 • • • Xn-2XnXn-i F P 
X1 •• • XnXn F P 
Xi • • • Xn F P and Y1 . .. Ym p== q 
Xi •• -Xn ~ p 

We claim, first , that Arrow logic (van Benthem, 1994; Venema, 
1996) is definable within MCL and, second, that the operators of cate­
gorial grammar can also be defined. Let us turn, first to Arrow Logic. 
Most of the predicates of Arrow Logic are straightforward; sequential 
composition, however, merits some attention here. Sequential compo­
sition has the following truth conditions: 

(7) ab I= A• B iff :3c(ac I= A A cb I= B) 

We therefore need to establish the following: 

(8) CLAIM. Sequential composition is definable in MCL. 

First , we observe that the combinator 1- is definable. 

Next we define A •McL B by IDRJ-(A x B). Notice that •McL has the 
1 same truth conditions as normal•, as we show below: 

(9) 

ab I= I DRJ-(A x B) 
ba I= DRJ-(A x B) 
bac I= RJ-(A x B) 
bacc I= 1-(A x B) 
accb I= (A x B) 
ac p A and cb p B 

iff 
iff 
iff for some c 
iff for some c 

iff for some c 

Now the operators of categorial grammar ( which also have a dynamic 
interpretation in Arrow logic) can be defined in our framework by: 

(10) a. A\B is equivalent to N((IA) •Mc L (NB)). 
b. B/A is equivalent to N((NB) •McL (IA)) . 

The proof of the truth conditional equivalence is straightforward. 

The full version of the paper will explore the connections between 
QCL and other dynamic frameworks as well as suggest a possible com­
putational implementation; that is , we will propose a programming 
language for QCL. 
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Reciprocal Interpretation with Functional Pronouns 

Alexis Dimitriadis 
University of Pennsylvania 

Sentence (1) has a reading under which John thinks "I like Mary," and Mary 
thinks "I like John." Under this reading, the "dependent" pronoun they is most 
naturally represented as a bound variable, and is therefore semantically singular.1 

But this pronoun is also the antecedent of the reciprocal each other; it is well-known 
that reciprocals require a plural antecedent, so where does this one find the plural 
antecedent it requires? 

(1) John and Mary think they like each other. 

The standard way to account for the dependent reading (Heim et al. 1991a, 
and many others) is to have the reciprocal find its plural antecedent (its range 
argument) outside the embedded clause, by raising via QR or simply by being 
bound non-locally. Heim et al. (1991a) give sentence (1) the following analysis: 

(2) [ John and Mary1 each2 ] think [ that they2 like ( e2 otherh ] 
= John thinks "I like Mary", and Mary thinks "I like John". 

In this representation, the each part of the reciprocal has raised to adjoin to the 
matrix subject, where it functions as a distributive operator introducing universal 
quantification over the atomic parts of the matrix subject, the plural individual 
John and Mary; it also binds the pronoun they2 and its own movement trace e2. 
The representation in (2) translates into the following semantics: 

(3) (\/x2 • II JEBM1) think(xz, "((\/x3 • II X1) xz -::/= X3 => like(xz, x3)]) 

Here the lower universal quantifier is contributed by the remnant part of the re­
ciprocal ( e2 other), which is assumed to raise locally. (The symbol IT stands for 
proper-atomic-part-of). 

This solution works because the dependent pronoun ranges over the elements of 
the matrix subject. Indeed, since reciprocals are subject to Binding Principle A, 
it is necessary to stipulate that such "long-distance" reciprocals are only possible 
when the embedded subject is bound by the distributor of the matrix subject. For 
example, sentence (4) does not have a long-distance interpretation (or any other, 
since the embedded subject is singular). 

( 4) * Ann and Mary think that I like each other. 

However, there are configurations that allow dependent reciprocal readings un­
der conditions of non-identity between the matrix and embedded subjects. Heim 
et al. were aware of sentences like (5a), and accounted for them by assuming that 
the possessive pronoun raises out of the subject NP, to a position from where it 
can bind the embedded subject. But examples like (5b) and (c) have dependent 
readings that are just as good, and they are not so easily accounted for . In (b), 

I would like to thank Tony Kroch, Maribel Romero, Robin Clark, Yael Sharvit and Uli Sauer­
land for their contributions to this work. The responsibility for remaining errors and shortcomings 
is all mine. 

1 I will refer to this reading, non-standardly, as the dependent reading, as opposed to the 
independent reading which says that John and Mary both think the same proposition, "We like 
each other." Heim, Lasnik, and May (1991a), among others, have shown that the dependent 
plural reading of reciprocal sentences is distinct from a cumulative (i.e., vague) construal. If the 
embedded pronoun was interpreted cumulatively, it should be equally easy, given the right context, 
to derive the following "crossed" reading of sentence (1): 

(i) John thinks that Mary likes him, and Mary thinks that John likes her. 

But this reading is unavailable, or at least much harder to get than the dependent reading. It can 
also be shown that sentences with dependent pronouns have truth conditions that are stronger 
than those of corresponding sentences with full NPs. 
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the pronoun them would have to raise out of a relative clause; in (c), a reciprocal 
that long-distance raises would give the reading "John thinks that his mother likes 
Mary, and Mary thinks that her mother likes John." This reading is impossible· 
the correct reading, in which John thinks that his mother likes Mary's mother and 
vice versa, cannot be generated by raising the reciprocal. 2 

( S) a. Their coaches think they will defeat each other. 
b. The lawyers that represent them; say they; will sue each other. 
c. John and Mary think their mothers like each other. 

The problem with such examples is that the binder of the reciprocal determines 
the reciprocal's range argument, the set of entities that the object of the reciprocal 
clause may range over: The dependent reading of sentence (Sc) is that John thinks 
his mother likes Mary's mother, but wide scope for the reciprocal would say that 
John's mother saw Mary, and vice versa (or worse, that John saw Mary). Such 
interpretations are never possible: reciprocals always range over the same elements 
their local antecedent ranges over, regardless of what that may be dependent on. 

What is needed for these examples is some way for the object of the reciprocal 
predicate to range over the elements of the embedded, not the matrix, subject; in 
sentence (Sc), that would be the set of mothers. But if the "long-distance" reading 
involves the translation of the embedded subject as a bound variable, there is no 
potential antecedent anywhere in (c) that translates to the set of mothers! 

The account I propose has two parts: first, we need a way for the dependent 
pronoun in (Sb) to be effectively bound by an NP that is inside a relative clause. 
This is accomplished by treating the pronoun they as a paycheck pronoun, in the 
fashion of Engdahl's (1986) functional adaptation of Cooper (1979). Accordingly, 
dependent pronouns are translated as expressions of the form W(u), where Wis a 
free variable of type <e, e> and u is a free variable over individuals. The pronoun 
in (Sb) is then interpreted as a function meaning something like "their clients", and 
sentence (Sb) can be treated in whatever way we tiandle sentence (Sc). 

Second, we need a way to generate the set of values that the "range argument" 
1 of the reciprocal should range over. I propose that the reciprocal predicate uses the 

function represented by the embedded subject to generate this set. The problem is 
that under the standard treatments of paycheck pronouns, including Engdahl's, the 
embedded subject is not a function but a complex expression of type <e>, consisting 
of the function plus its argument (a variable bound by the matrix distributor). The 
desired function could only be recovered from this subject via lambda abstraction; 
if the subject is instead passed to some other expression (e.g., to the reciprocal 
predicate) via Functional Application, there is no way for the subject to be converted 
back into a function. 

In earlier work (Dimitriadis, forthcoming), I treated the function argument 
needed by the reciprocal as a free variable, constrained by binding theory to match 
the function in the embedded subject (more generally: in the local ancecedent of 
the reciprocal). But in the framework of Jacobson's (1999a, 1999b) Variable Free 
Semantics, all pronouns are represented as functions (of type <e,e> ), not as vari­
ables over individuals . This means that the function corresponding to the embedded 
pronoun is accessible to the reciprocal predicate, and there are a number of ways 
to recover the range of the reciprocal from such a function. One possibility is to 
generate the range by applying the function to the matrix subject; for example, 
in (Sb) the set of lawyers is mapped to the set of clients. Another is to posit, as 

2
Heim et al. do not actually predict that the erroneous reading is possible: it is ruled out by 

their requirement that the reciprocal be coindexed with a local A-binder. But this means that 
there is no way to derive the correct reading of (5c), either. If the A-binder requirement was 
somehow relaxed to allow for long-distance reciprocals in this case, the best their system could do 
is predict the non-existent reading, as discussed. 
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operator z , applied to a transitive expression like love, replaces one of its argument 
with a function bound by a higher argument. 8 

Space does not permit a proper exposition of Jacobson 's system, so simplified 
versions of g and z are included here without comment: 

(8) a . 9c(>.a.t(a)) = >.J>.c.[t(f(c))] (<a, b>-+ <ca, ch>) 
b. zb(>.x>.y.p(x)(y)) = >.J>.y.p(!(y))(y) (<X, eY>-+ <eX, eY>) 

With the aid of z , the functions corresponding to bound pronouns are eventually 
supplied with the correct antecedent as their argument. Discourse pronouns remain 
unbound; the sentences they occur in translate into functions from individuals to 
sentences. For example, sentence (9a) is translated as in (b) . 

(9) a. Mary loves him. 
b. >.x.loves(!(x))(m) 

The context then supplies a salient individual as the referent of him. 
An added benefit of the variable-free approach is that lexical NPs containing a 

dependent pronoun are compositionally translated as functions , and can therefore 
be handled just like simple pronouns. (Recall that sentences like (5c) , in which the 
dependent pronoun was embedded in an NP, cannot be handled by the standard 
treatment) . The NP their mothers in (5c) is translated compositionally into the 
function >.x. *mother-of(x) . 

2.1 Paycheck pronouns 

While ordinary pronouns are treated as the identity map on individuals, >.xe .x , 
Jacobson translates paycheck pronouns as the identity map on functions of type 
<e,e>, >.f.J (or >.J>.x.f(x)) . This is simply the result of applying the g operator to 
the identity function on individuals , so all pronouns can be given the same underly­
ing representation. The second sentence of (10) is is translated as >.f.hates(!(b))(b) . 
In this case, the context supplies the mother function as the argument f . 

1 (10) John loves his mother. Bill hates her. 

3 Reciprocals in the variable-free system 

For concreteness, I will use as a starting point the treatment suggested in (Heim, 
Lasnik, and May, 1991b) , in which the each part of the reciprocal does not raise; 
its role is taken over by a covert distributor that is freely inserted, as in simple 
distributive sentences. We can then replace their their distributor (an NP opera­
tor) with a VP-adjoined one, that provides the same universal quantification over 
individual elements of the subject: 

(11) D = >.P>.z .(Vx -ITz)P(x) 

The translation that Heim et al. give to the reciprocal can be written as in (12a). 
The quantifier ranges over the possible objects of the reciprocal predicate. (A 
higher universal quantifier is introduced by the distributor). For the variable-free 
version we rewrite the range argument , the free variable Xi , as an extra argument 
of the reciprocal. After some more adjustments to allow evaluation over non-atomic 
individuals, we obtain the version given in (12b):3 

(12) a. >.(>.y.Vxk(Xk -IT Xi &xk =/: y)('(y,xk) 
b. >.P>.R>.x.(Vy -ITR,yAx = 0)P(y)(x) 

3The symbol " A" is the meet operation on the semilattice of individuals , i.e ., x and y must 
have no part in common. 

100 

. t o be treated as if it contained a 
. effect causes the reciprocal t or or remain unbound and 

rgurnent in_ be bound via the z opera ' 
ll,llge a stage it can . d with 

tun; at an~th the help of g. the distributor is directly combme 
o d up wi . tributed sentence, . 

P85se ordinarY dis be applied to the subject: 
Jn aJl d can then 
Vf', an Mary) + D(ran). 

(John an~ ) an(x))(John and Mary) i·t cannot combine 
(13) a- [,\.z ,(v'X . z r f a reciprocal predicate, 

se of the extr~ argu::n:(;) instead , to give (14b): 
13ecau. D· it combines wi 

cliJSCtlY with ' ,\Q,\z l;/x < z Q(z)(x) ) (V Il z YAX== 0) like(y)(x) 
z(D) === • - h ) - >.z (Vx < z Y . ' b 

(14) a. (D) + (like each ot er - • - . o variable-free semantics,_ ut 
b. _z the Heim et al. account transla~:.;:: is not buried in the subject-

fbis is s1rnP_lY_ ed distributors . Because th~_s t -iutor was NP-adjoined, the range 
'th yp-adi01n l as as it would be if the is n h instead of being left as 

:siributor c~m;: ::covered from the dis~ribu~;1/:/ h:::ling dependent pay~heck 
argument _ca B t this account is as mcap . (14b) is not combined with a 
a free vana:i:he o~iginal; if the recipr~tchal pdr:dp~:l:nt paycheck pronoun, we get: 

0uns a d mbined wi a h pron but is instea co they like each ot er . 
(iistributor ' t John and Mary say 

The lawyers who represen 

(15) ~-- they=== >.f,\w .J(w)) (V -TIR YAX== 0) like(y)(x) 
• ch other == >.R>.x • Y ' 

c. hke ea . each other) == 
d. g(l(they))(: ggi~e YAf(w) == 0) like(y)(f(w)) . der to 

,\R>.f >.w. Y • ' via ! then undergoes g m or . 
t e-lifts to ,\P>.J>.w.P(f(w)), 'eenthatthepaycheckfunction 

(The pronoun ypent >.R of the predicate~ . It can be;. te· when the entire sentence 
pass up the a~~e~o the subject of the re~1proc~1 pr:fi:: with the denotation of the 
! is onl\;:~ l the range argument R will _b: ~t e;e:ding of clients liking lawyers . 
is trans . ' h' h gives us the non-ex1s e 
matrix subject, w ic 

3 1 Using the domain antics? If the transla-
• d to give the correct sem . th we 

What kind of ~djust~ents c:;e~: :~ee combined with a_ functiona~ ;;;~:~~tec:~ent 
tion of the rec1proca can e t and use the domam or rang 
can dispense with the rangel at~gu~~: reciprocal as in (16a) or (b ) : 

• ·t lace trans a mg )) 
function mi s P ' ( ) ( ) _ o) P(r(y))(r(x 

(16) a. >.P>.r>.x.(Vy -TIDom(r) , r \;r(x) :-o) P(y)(r(x)) . 
b >-.P >.r >.x . (Vy • TI Range( r)' y functions come with 

• that the pronoun ' b" d . is of course necessary . d b the pronoun s m er ' 
For this to work, it . d . be no larger than reqmre y . ·th the matrix 
domains , and t_hat their o:;::t pronoun should be ~o-extens1vee:~ariable in the 
i.e. , the domam of ~ dep~ I will write the domam as an op . the variable­
subject. To keep thmgs s1mpl~, (17) · it should actually be treated , i? f and range 

f the pronoun as m ' f t· n The domam 0 
translation o nt to the pronoun un_c 10 • . ality operator; 
free spirit , as a seco~d argume rieved by applicat10n of the m_axn~ . 
of a restricted function r are r~ ) The restricted client function is. 
e.g., the domain is ax(:ly r(x) - y • 

(17) r == >.x .iz(x SA & client-of(z)(x)) ca ture the correct semantics 
slations in (16), we can p 

Given either of the tran_ without paycheck pronouns. nction im-

for t~ee;~;~~e:c!:~c:~: ::~y
0
~s d3:5 gtiven ;~~::~~\::~;~:s:l::: ;;~nge for the 

h • rocal pre 1ca e. 
mediately above t e rec1p 

101 





cause and action are thematic concepts which characterize an event. Philosophically b h 
of these concepts are central, and none is reducible to the other (Davidson 1971). ' ot 

The decomposition approach to causativity has additional drawbacks as an 
account for transitivity alternation. Under this view, the transitive verb is derived from 
the intransitive verb by means of the operator CAUSE. Since the transitive verb is 
derived, we expect a more highly marked morphology for it, yet sometimes it is the othe 
verb which is morphologically marked, by the middle morpheme. Second, under the r 
decomposition approach, the identity of the middle morpheme with the reflexive 
morpheme is completely unexpected. The reflexive morpheme presumably denotes the 
reflexive operator A.PAX[P(x,x)], which applies to transitive verbs irrespective of CAUSE. 

Chierchia 1989 goes in the opposite direction from that of event decomposition. 
He takes the transitive verb as basic, and derives the middle verb from it. This approach 
overcomes the shortcomings of the decomposition approach, but it runs into the converse 
of the first problem: even in languages with middle morphology, it is not necessarily the 
case that the transitive verb is unmarked; often, it is the transitive verb which is marked 
(as causative). Moreover, this direction of derivation faces a serious semantic problem. 
The problem is that there is no way to "eliminate" the semantic contribution of the 
transitive verb's external argument. This problem is usually ignored in the literature, but 
not by Chierchia, who is well aware of it, and nevertheless wants to derive the meaning of 
the middle verb from that of the transitive verb. His proposal is to analyze middle verbs 
as reflexive. Though this reduction of the middle voice to reflexivity accounts for the 
observation that reflexives are often derived by middle morphology, it is not 
independently motivated. Levin and Rappaport Hovav 1995 propose to maintain 
Chierchia's transitive-to-middle direction of derivation only for a subset of verbs, those 
which denote what they call "externally caused" events, and they reverse the direction of 
derivation for verbs which denote what they call "internally caused" events. But this 
distinction is ad-hoc, and moreover fails to account for pairs where both transitivity 
altemants are morphologically marked. 

In sum, neither direction of derivation is tenable which operates on the causative 
and middle verbs themselves. Neither is derived from the other, but at the same time, 

1neither is underived, which explains why there exist examples of the transitivity 
alternation where both verbs are morphologically complex. I claim that both causative 
and middle verbs are derived from a basic predicate, the root. A transitive verb is derived 
by combining the root with a morpheme which contributes an additional argument. In the 
unmarked case, this argument is an agent. A morpheme which specifically contributes a 
cause marks the derived verb with causative morphology. A middle verb is derived by 
combining the root with a morpheme which precludes the agent. All these different 
derivations from a single root are marked in the Semitic languages by a unified system of 
templates. 

All verbs, nouns and adjectives in the Semitic languages are derived from (tri­
)consonantal roots by intercalation with different templates, which are morphemes that 
consist of CV skeleta, vowel sequences and affixes. The root is usually the only common 
element shared by derivationally related forms. What is striking about the Semitic system 
is that while there are scores of templates which derive nouns from roots, the verbal 
system is extremely limited. Though the verbal system is on principle the same in all the 
Semitic languages, the actual forms vary from language to language. The present study is 
based on the forms found in Hebrew. Setting aside voice variation for the moment, each 
active verb in Hebrew is derived by one of exactly three templates. These templates, also 
found in Akkadian, Syriac, Arabic, are traditionally known as (a) the simple template, (b) 
the intensive template, and (c) the causative template. Since each and every active verb 
in Hebrew is derived by one of exactly three templates, it is natural to suspect that the 
choice of template is not arbitrary, but that it indicates some factor of the meaning of the 
derived verb. This indeed is the traditional view concerning the templates, as is 
suggested, for example, by the term causative. Modem linguists, on the other hand, have 
noted numerous examples where the semantic contribution of the template is 
unpredictable, and have concluded that these examples doom to failure any attempt at a 
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Given a system of templates, there is no need to assume that the lexicon consists 
of morphemes as fine grained as verbs. Rather, the lexicon consists of coarser grained 
roots, whereas verbs are constructed from the roots by merging them with the light verb v 
and with agency-heads, i and y, which, first, determine whether the derived verb is a verb 
of action, a verb of causation or unclassified for these dimensions, and which, second, 
introduce an external argument. By principles of distributed morphology (Halle and 
Marantz 1993), the syntactic output is supplied a Vocabulary form by the morphological 
component of the grammar. Under the simplest conceivable form-meaning 
correspondence, every root R fused with t should always be realized as an intensive verb, 
a root fused with y should always be realized as a causative verb, and a root in isolation 
(in a verbal environment) should always be realized as a simple verb. Yet this is true only 
in the default case. The default features of the templates are [+t] for IN1NS, [+y] for 
CAUS, and [+y] for SIMPL. Crucially, non-contrastive features are redundant, and 
therefore not marked, which clarifies why it is that verbs which are the unique derivational 
output from the root, i.e. verbs which are not part of a contrastive pair, tend to be 
idiosyncratic. 

v denotes the thematic role Agent: AyAe[Agent(e,y)]. The licensing ofv is a 
syntactic property of the root. In addition, the agency head t also licenses v, but y does 
not. t classifies events as Actions: Ae[Action(e)], whereas y denotes the thematic role 
Cause: AyAe[Cause(e,y)]. The Cause thematic role is never identified with the thematic 
role of Agent, since causative morphology signals a marked Cause, i.e. a Cause which is 
not an Agent, whereas unmarked Causes are realized by default as Agents. 

Functional heads combine with their complements not by function application, but 
by the rule of "identification" (Higginbotham 1985). For example, identification applies 
in (7) in the subtree where v and Rare combined, in the way shown in (6), wheres is the 
type of situations: 

(6) ident (a<•. <s, 1», ~<s. t>) = AP "-Y• Ae, [a(e,y) & P(e)] (~) 

The other subtrees in (7) combine by function application. In addition, I assume that the 
event argument is bound by a tense operator higher in the.tree, and I use x, y, z 
ambiguously for both variables and names. The roots in (7) and (8) are roots that license 
v, 1whereas the root in (9) does not: 

(7) y raqad 
y dance-SIMPL 'y danced' 

Ay Ae [Agent (e,y)] 

(8) y oavar 
y break-SIMPL 

I 
y 

Ay Ae [ Agent (e,y)] 

(9) x yaca 

v Ae [dance (e) & Agent (e,y)] 
I \ 

y V Ay Ae [dance (e) & Agent (e,y)] 
I \ 

v [R [r][q][d]] Ae [ dance ( e )] 

V 

V 

ACC-x 

et X 

'y broke x' 

Ae [break (e,x) & Agent (e,y)] 
\ 

V 

I \ 

I 
et-x 

R 

Ay Ae [break (e,x) & Agent (e,y)] 

Ae [break (e,x)] 
\ 
[R [o][b ][r]] AX Ae [break (e,x)] 

x go-out-SIMPL 'x went out' 

R A e [go-out (e,x)] 
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X 

\ 
[R [y][c][']] AX Ae [go-out (e,x)] 

ot does From the familiar requirement that the 
t licenses v, whether or not the ro t the Agent of(7) for example, is the same 

ent role is assigned at most ?nc~ per ~ven , b in (I 0) (the s;me is true of (8) as well). 
Agthe Agent of the correspon?mg mtenhs1vefiver the Agent of the corresponding intensive 
as . 9) the root does not hcense v, t ere ore . . 1 . 
aunn ( ' . dd't' 1 argument since v in this case ts hcensed by tony. 

b in (11) 1s an a 1 1ona , 
ver 

(10) y riqed 
y dance-lNTNS 

V 

y 

,.y 'A.e [Agent (e,y)] v 

,.e [Action (e)] 

\ 
V 

(I I) y yice 
y go-out-JNTNS 

V 

y 
\ 

'y actively danced' 

\ 

A e [dance (e) & Action (e) & Agent (e,y)] 

AY Ae [dance (e) & Action (e) & Agent (e,y)] 

A e [dance (e) & Action (e)] 

[R [r][q][d]] Ae [dance (e)] 

et X 

ACC-x 'y exported x' 

Ae [go-out (e,x) & Action (e) & Agent (e,y)] 

V 
AY Ae [go-out (e,x) & Action (e) & Agent (e,y)] 

\ 

1.y Ae [Agent (e,y)] V 

\ 

Ae [go-out (e,x) & Action (e)] 

et-x t 

'A.e [Action (e)] 

AX Ae [go-out (e,x) & Action (e)] 

\ 
[R [y][c][']] AX Ae [go-out (e,x)] 

d. . 1 ent y's argument, which, as 
Unlike (10), in (12) there is an ad ittona argum , 

explained above, is different from the Agent: 

(12) z hirqid et Y 
z dance-CA US ACC-y 

y 
I \ 

z 
Ae [dance (e) & Agent (e,y)] 

AZ k [Cause (e,z)] Y 

'z made y dance' 
AZ 1'.e [dance (e) & Agent(e,y) & Cause (e,z)] 

V 
1'.e [dance (e) & Agent (e,y)] 

y 

et-y 
\ 

V 
AY Ae [dance (e) & Agent (e,y)] 

Ay Ae [Agent (e,y)] v 

\ 
[Rlr][q][d]] Ae [dance (e)] 

. . "ddl erbs are unaccusative and 
As is also true cr~ss-lingmst1cal~y 't~~:::r:atio: :fa voice-headµ which 

others are reflexive.The middle te_mpla~e 15 • recludes the insertion of an 
modifies the root by voiding its hce1ns~gt~f ~- ~~i~n of an unaccusative verb: 
additional Agent argument and resu ts m e e 

107 



(13) x nii.ibar 
x break-SIMPL-MID 

µ 
I \ 

X 

'x broke' (unaccusative) 
1..e [break (e,x)] 

µ AX 1..e [break (e,x)] 
I \ 

µ fR [i.i][b][r]] AX 1..e [break (e,x)] 

·t 1l11~ reflehxive reading of a middle verb results from the fact that for some roots µ 
1 se re ates t e event to one of the root's own argument b th A ' I · ' 
sinceµ is a modifier, its argument is identified with the :o~'s·e gent re at10n. In (14), 
(14) y nidxaf • 

Y push-SIMPL-MID 'y pushed' (reflexive) 

µ 1..e [push (e,y) & Agent (e,y)] 
I \ 

y 

"-Y 1..e [Agent (e,y)] µ 
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riving and resolving ambiguities in wieder-sentences* 
pe Markus Egg, Universitiit des Saarlandes 

Abstract 

The frameworks of underspecification and of optimality theory can interact in the treat­
t of semantic ambiguity. Underspecification allows a compact yet comprehensive rep­

J!len tation of an ambiguous expression, which is at the same time a suitable input for an 
rese:ality theory based resolution component that determines the preferred reading of the 
:;~ession. Ambiguities of sentences with wieder 'again' are investigated to explore this claim. 

Introduction 
framework of underspecification allows the derivation of simple, and at the same time cogni­

~ adequate representations of natural language ambiguities. In contrast, optimality theory, if 
ll""J d to semantically ambiguous expressions, may be used for the context-dependent resolution 
IPPth:se ambiguities. Following Blutner and Jager (1999), this paper explores the possibilities of 
r/. bining both frameworks in the treatment of a classic case of ambiguity, viz., the ambiguity 
~ arises from the interaction of wieder 'again' with complex verbs. The goal is an adequate 
:Sion of labour between semantic construction and optimality theoretical interpretation con­
stra,ints, which uses underspecification to derive semantic representations that are compact yet 
C()lllprehensive, and at the same time a suitable input for an optimality theory based resolution 
C()lllponent that determines the preferred reading of the expression with respect to a given context. 

(1) is a simple example for the relevant ambiguity. It has two readings which differ in their 
presuppositions. In the so-called 'repetitive' reading, Max must have opened all windows before, 
whereas the 'restitutive' reading only presupposes that all windows were open before. 

(!) daB Max alle Fenster wieder aufrnachte 
that Max all windows again opened 
'that Max opened all windows again' 

Word order influences the semantics of wieder-sentences. E .g., it is often claimed that switching 
the object NP and again in (1) rules out the restitutive reading: 

(2) daB Max wieder alle Fenster aufmachte 

The focus is on cases like (1) and (2), where wieder modifies telic verb(al projection)s, i.e., those 
that introduce a stative property for the aftermath of eventualities in their extension ('eventuality' 
refers to all kinds of states of affairs). Here the presupposition of the restitutive reading is this 
'aftermath property'. E.g., for Max open- the window this property is the window be- open. 1 For 
other cases of wieder-modification see in particular Fabricius-Hansen (1983) . 

The paper is structured as follows: after some discussion of previous approaches to the repeti­
tive/restitutive (RR) ambiguity, the frameworks relevant for the analysis (underspecification and 
optimality theory [OT]) are sketched briefly. Then an underspecified analysis of the RR-ambiguity, 
and its resolution by OT constraints is presented. 

2 Previous approaches 

The intuition of Generative Semantics was to model the RR-ambiguity in terms of scope variation 
of a semantically invariable wieder. Researchers like Dowty (1979) and v. Stechow (1996) rephrased 

• this intuition in semantic and syntactic terms, respectively. 
These approaches presuppose a decomposition analysis of complex verbs like open. They are 

analyzed in terms of operators like CHANGE and BECOME, which introduce a causation and a 

'The research presented in this paper was supported by the Deutsche Forschungsgemeinschaft in the project 
CHORUS of the SFB 378 ,,Ressourcenadaptive kognitive Prozesse". Thanks for valuable comments to M. Pinkal 
and to the members of the ASG ,,Strukturelle Grammatik" in Berlin, where part of this material was presented. 

1 Issues of sentence mood and tense are neglected here. Sentences minus mood and tense ( called 'sentence 
radicals') are interpreted as properties of eventualities and written with an uninflected main verb. 
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change of state, respectively. The argument of BECOME denotes the aftermath property of th 
verb. E.g., Dowty represents open as .X.x3P.P(x)CAUSE BECOME(open'(y)) (simplified her e 
where P(x) introduces the cause of the causation, some activity of the subject of open. e), 

The RR-ambiguity then follows from the scope positions of wieder, above the whole verb fo 
the repetitive reading, and below BECOME, for the restitutive reading. This raises the questio r 
of how to insert the meaning of wieder within the semantics of the complex verb. n 

To this end, Dowty postulates equivalence between the repetitive readings of wieder-sentences 
(on the left of (3)) and their restitutive readings (on the right). The postulate is strongly simplified: 
(3) Vp\lq.□ [again'(p CAUSE BECOME(q)) B p CAUSE BECOME(again'(q))] 

However, this meaning postulate is problematic in that it allows one to infer the repetitiv 
reading from the (weaker) restitutive reading. This problematic inference is eventually responsibl: 
for the unwanted side effects which Zimmermann (1993) notes for this postulate. 

v.Stechow assumes a syntactic decomposition of complex verbs like open. The relevant part 
of the syntactic structure of (1) and (2) (without wieder) is depicted in (4), where the verb 
is introduced not in a single leaf node but in the VoiceP as a whole. The adjective off en 'open' 
denotes the property that holds for the second argument of the verb in the aftermath of au/machen­
eventualities. In ( 4) there are different adjunction positions for an adverbial like wieder. Since 
its syntactic position determines its semantic scope, this leaves room for structural ambiguity: if 
wieder is adjoined to VoiceP or a higher phrase, the whole verb is in its scope, if adjoined to XP 
it is in the scope of BECOME. ' 
(4) AgrSP 

---- ....... Maxi AgrS' 
TP., AgrS 

/ '-Ag r OP T - --alle Fenster j AgrO' 
VoiceP AgrO 

ti__...---- ......_ Voice' 
Voice...- --VP 

CAUSE XP-- ..........__v 
/ ....._ I 

ti offen BECOME 
This predicts different interpretations for (1) and (2) . To receive case, NPs must be moved 

from their positions within VoiceP ( as indicated by the traces t; and ti) into the specifier position 
of their respective agreement phrase (AgrS and AgrO) on the surface structure. Consequently, 
the deep structure position of wieder (and hence its scope relation to CAUSE/BECOME) cannot 
be uniquely reconstructed when it appears next to the verb on the surface like in (1) (it might be 
adjoined to XP or VoiceP). This implies the RR-ambiguity of (1). In contrast, if the object NP 
is next to the verb on the surface like in (2), the adverb must be adjoined to AgrOP or higher, 
hence, it outscopes CAUSE/BECOME, only the repetitive reading should be possible. 

However, Blutner and Jager (1999) point out a restitutive reading for (2), which runs counter 
to the predictions of the approach. This reading can be glossed as 'all windows had been open 
simultanously before, and Max restituted this state of affairs'. I.e., CAUSE has widest, and the 
quantifier, narrowest scope, with wieder having intermediate scope. 

Blutner and Jager (1999) assume ambiguity and invariant scope position of wieder. They 
analyze its semantics as (5). The material to the right of the oblique expresses the presupposition: 
(5) >-.P.X.i .P(i)/3j.j < i I\ f(P)(j) 

In prose: semantically, wieder is the identity mapping for properties of eventualities P and 
presupposes a preceding eventuality in the extension of f(P) . f is an open parameter, which can 
be instantiated as either identity mapping or a function RES from (telic) properties of eventualities 

• P onto the stative aftermath property involved in P as laid out in section 1. 
Disregarding questions of word order for the moment, this predicts a fourfold ambiguity for the 

semantics of (1) and (2) . There are two scoping possibilities of wieder and the object NP (which 
determine whether the universal quantifier appears in the presupposition or not), each of which 
allows two instantiations of the function /: 
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I 
I 
l 
) 

! 
I 
) 

j 

i\7'x.window(x) ➔ open'(m,x)(i)/3j.j < i I\ /(.X.i.open'(m,x)(i))(j) 1 . . 

(6) ~i\fx.window(x) ➔ open'(m,x)(i)/3j.j < i /\ /(.X.i .Vx.window(x) ➔ open (m,x)(i))(J) 

(7) t d"ngs If / is identity the presupposition is that Max has opened every 
6) covers wo rea i • ' ( ) "f / • • d t"t t 

( f "f / i·s RES that every window was open before. From 7 , i is I en I y we ge 
d w be ore, 1 , . 1- f M , • g ery 

will o ·n with the presupposition that there was a previous eventua ity o ~ s o?enm ev 
the readi I g (7) / can also be instantiated as RES. But it is unclear what RES(>-.1Vx.wmdow(x) ➔ 
wind~W- : . ' means: if Max is opening every window, it may well be that someone else closes 
open (m, )(Jaf)) h" th t the result of Max's opening every window need not be that every 

• dows ter 1m, so a ) b r t" 
the win . simultaneously. But to derive the restitutive reading for (2 ' the a ov~ app ica ion 
windo; :o~i;~ave to have this result. Even if we grant this point , another proble~ anses: ~lut~er 
of RE __ er redict that V has scope over CAUSE in every reading of (1) or (2)'. but i~ the restit~tive 
and ~ag fo: (2) this scope relation is reversed. Hence, they cannot derive this readmg of (2) • . 
reading the discussion of previous approaches to the RR-ambiguity has sh~wn tha~ the denva-. 0;:;~:: semantic representations that represent the p~ss~bilities of scope mteraction between 
ti . d complex verbs and quantifiers still is a problematic issue. 
w1e er, ' 

3 The background of the analysis 
osed approach is founded on two frameworks, underspecification (e.g., Reyle 1993; Pinkal 

The prDopl l t l 1997) and optimality theory (Prince and Smolensky to appear; Kager 
l996; a rymp e e a . . . . . 
1999). Both frameworks will be introduced bnefly m this section. 

3.1 The framework of underspecification 
he framework of underspecification, semantic representations describe fully specifi~d mea~ings 

:1:nguistic expressions (rather than denoting them) . Descriptio;s th:t are ~oo un;r:~::~:t :~:!~: 
f 11 s ecified meaning are compatible with a whole set o sue meanmgs. . ~:! :etuolre~dings of an ambiguous expression, the unspecific des~ription cap~ures the_ ~eamng of 

this expression exhaustively and non-disjunctively. (8) is an candidate for this analysis. 

(8) daB Max alle Fenster aufmachte . 
h b t CAUSE and V is open. Apart from the reading ('for every wmdow: 

In (8) t e scope e ween , Th" d" 
Max O e~ed it') it has the reading 'Max brought it about that all windows w~re ~pen • . . 1s rea _m~ 
is disp~eferred, hence shows up only in special contexts, e.g., if the first readmg is exphc1tly demed. 

(9) Erst war nur die Hfilfte aller Fenster im Bus auf, aber dann machte Max a~le Fen~ter auf 
'First only half of the bus windows were open, but then Max opened all wmdows 

1 e an underspecified semantic representation of (8) must leave open the scope of quanti~er 
and ·CAUSE and be compatible with exactly two meanings, one for each of the two scopmg 

possibilities. f L bd St ctures (CLLS) 
The representation language used here is Constraint Language or am a- . ru re 

(Eg et al. 1998). In CLLS, semantic representations are constraints on meam~gs. CLLS rep -
sent~tions are based on tree structures that correspond to .X.-terms. The notation of CLLS con­
straints is adapted to the needs of this paper. For the full details of CLLS, see Egg et al. (1998) : 

In the adapted notation, CLLS constraints describe .A-ten:1~· T~ey have three relevant parts. 
fragments of >-.-terms ('LT fragments '), holes (' □'), i.e., ?o~it10ns m LT frag1:1ents where other 

· fra ments are inserted, and dominance relations that are mdicated b_y dotted l~nes . 
gDominance relations introduce underspecification. If in a constramt a hole m an LT fragment 

dominates another LT fragment, this expresses only that the first fragment outscopes the second. 

Other material may intervene between the two parts. 
· t· th RR ambiguity in terms of scope of wieder. 

2Blutner and Jager (1999) argue explicitly agamSt rep:esen mg t · e th~t reflexives like sich ansiedeln 'settle 
However , their counterargument crucially depends on t e assump_ ion 
(intrans.)' are causative, which is not undisputed (see e.g . Wunderlich 1997). 
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·· ····· ·· ··· .[]· 
>..eVx. window'(x) -d]_fe) A.1/· ·cAUSE:(w.,.[])(e') 

(lO) >..e" :--c,pen'· rx>k\ ....••• ••• •• 
(10), the representation of (8), illustrates this adapted CLLS notation 3 Such structur 

t ' 11 d 'b • es par 1a Y escri e >..-term~. Holes represent parts of LT fragments that are not yet completely fixed-
But when a hole dommates an LT fragmen~, the fragment is an (im-)proper part of the materiai 
represented by the hole. E.g., the scope of either operator in (10) is described by a hole, since it is 
not yet fixed. The bott_om fragment >..e".open'(x)(e")) is part of either scope. The hole at the to 
shows that the semantics of ~8) as _a whole is still open, but comprises either operator fragmen/ 

>..-terms that are compatible with (10) stand for one of the readings of (8). One can d · 
the~e >..-~erm~ by fillin~ all holes (this must respect the dominance relations). If a >..-term ca:1;: 
derived m ~his way usmg only material present in the constraint, it is a constructive solution f 
the constramt. o 

(10) h3-". two constructive solutions. Either operator fragment can fill the top ho!e, which forces 
the respective other operator fragment to fill the scope of the first one, with th,., '. ,ot tom fragment 
as the scope of the second operator. These options give >..-terms for the two rew,.:,,;3 of (8) : 
(11) >..e'Vx.window'(x) ➔ CAUSE(m,>..e".open'(x)(e"))(e') 

(12) >..e' .CAUSE(m, >..e"Vx.window'(x) ➔ open'(x)(e"))(e') 

3.2 Optimality theory 

The crucial a_ssumption of optimality theory (OT) is that well-formedness constraints are soft 
and ma~ be v10lated. A ranking indicates the strength of these constraints . Apart from the set of 
constramt~, there are two other main components of the grammar: a generator computes a number 
of competi~g outputs from _a given input, an evaluator selects the preferred output according to 
~he constramts. Output A 1s preferred over output B if the strongest constraint that B violates 
is strong~r than the str_ong~st constraint that A violates. If this criterion is not yet decisive, the 
output with the least v10lat10ns of the strongest constraint violated by both A and B wins. 

In the proposed a_pp_lication of OT to semantics, the input is an underspecified semantic rep­
resen_ta~ on. ~om this mput, a resolution component generates the set of possible specifications 
~f t~is '.np~t. As evaluator, Blutner and Jager's (1999) pragmatic principles are assumed: The 
I-prmc1ple . enfo_rces that the most coherent ('cheapest') specification is chosen. The 'Q-principle' 

blocks spec1fi~at1ons that coul~ also be obtained with less complex input. (Hence, this application 
of OT comprises bo~h ~roductron and comprehension perspective, see Blutner to appear.) 

For the RR-amb1gmty, Blut~er and J~ger (1999) introduce the constraint that presuppositions 
s?~uld _be kept as small as possible ('av01d accommodation (AvAcc]'), since processing presuppo­
sitions rs r~ther costly (se~ van_ der Sandt 1992 for a formal account). I.e. , the restitutive reading 
of RR-~mb1~uous expressions 1s the preferred one. They give the following explanation of the 
desamb1guat10n of (1) by intonation. 

(13) (a) daB Max alle Fenster wieder AUFmacht (restitutive reading) 

(b) daB Max alle Fenster WIEder aufmacht (repetitive reading) 
Bot~ va_riants o~ (1~) are assigned the same underspecified semantics. For both of them, 

~he res~rtutrve rea~m.g rs ~referred. (13a) is less complex than (13b) since it has an unmarked 
mtonat10n, hence ~t rs assigned the restitutive reading. This reading is blocked for the more 
complex (13b) , which can only get the repetitive reading. 

3 Analyses differ w.r.t. the first argument of CAUSE: Dowty assumes a proposition for the cause here others 
an express'.on of type e (for the causer). Since nothing hinges on this difference for this paper J have ch~sen th~ 
:~~0nd optwn. Note also that i~ the foll?wing representations BECOME is omitted, since it inv~riably is placed in 

4;me fragment as CA_CTSE, 1.e._, nothmg can intervene scopally between these two operators. 
ad hrntreatment is s1m1lar m spmt thoug~ different in formalization to Blutner and Jager (1999), who work with 
f yna~mc semantics. For them, the semantic representation is the generator, which outputs a number of contexts 
.rom t e mput (another context) . Semantic ambiguity, then, can be rephrased as the ability to change the context 
m different. ways. Evaluatmg output contexts hence also indirectly evaluates the different readings of a semantic 
representat10n that have generated them. 
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4 Derivation of the ambiguous representations 
'fhiS section is devoted to the derivation of RR-ambiguit ies. The intuitions on (2) are that it has 

Jy three readings, although there are three scope bearers (again' , V, and CAUSE) : 
~ . 

• Max opened every window, and he had done this to every window before 
(again' < V < CAUSE; 'repetitive') 

• Max brought it about that every window was open, and he had done this before 
(again' < CAUSE < V; 'repetitive'; see the discussion on (8) in section 3.1) 

• all windows had been open before simultaneously, and Max restituted this state of affairs 
(CAUSE < again' < V; 'restitutive') 

What these readings have in common is that again' outscopes V. Similar considerations on 
the readings of (1) reveal that is has three readings, too, whose common ground is wide scope of V 
w.r.t. again' . This suggests an influence of word order on the semantic representation: roughly, a 
scope-bearing adverbial to the left of an NP outscopes this NP semantically. I.e., although word 
order influences the semantics of wieder-sentences, the order of object NP and wieder influences 
only the scope of the corresponding semantic contributions, which leaves room for both repetitive 
and restitutive readings for both word orders. This enlarges the repetitive/restitutive dichotomy 
(which focuses on the scope of again' and CAUSE). Note that this account does not precipitately 
determine whether a certain NP may occur in such a position. Hence, it fits in with analyses like 
Choi (1996) that present licensing conditions for such NPs. 

The semantic representations in CLLS for (1) and (2) are (14) and (15), respectively. Each 
constraint has three constructive solutions, depending on the position of CAUSE, while the scope 
of V and again' is fixed: 

>..e .again' (0 )(e)- • • • • • 

>..eVx .window'(x) ➔ El. (e) 

. .. . . .. . . . El. ... . 
>..e' . CAUSE(ID.,.D)(e') 

(14) 

>..e": • ·c,pen,. (;) ( e") 

•• ' .[] .. 

>..eVx. window'(x) ➔· tJ"(~) 
(15) >..e.again' ( El. ) ( e) 

>.e11 : • ·c,pen,. ·(;) ( e") 

At this point , the task of semantic construction is over. The ambiguities of the representations 
(14) and (15) are suitable input to OT interpretation principles as proposed by Blutner and Jager 
(1999). In section 5 I will show how to use these principles for the resolution of these ambiguities. 

5 Resolution of the ambiguous representations 
The resolution of examples like (1) and (2) that comprise in addition to CAUSE and wieder 
another (non-presuppositional) scope-bearing expression (here, a universal quantifier) is affected 
by the constraint (16) that is weaker than AvAcc: 

(16) Don't insert semantic material in the semantic representation of a word ('no insertion [NI] ') 

(16) expresses a tendency for iconicity between syntax and semantics: semantic material that is 
introduced in terms of a syntactic atom (word) tends to reappear in the semantics as an indivisible 
whole. In particular , (16) is responsible for the rather pronounced preference of (11) over (12). · 

These constraints order the readings of (1) as represented in (15) in the following way: 

scope relations repetitive/ restitutive AvAcc NI intonation 
V <CAUSE< again' restitutive * stress on verb 
CAUSE < V < again' restitutive * * stress on verb 
V <again'< CAUSE repetitive * stress on adverbial 
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Following Blutner and Jager (1999), the unmarked intonation (here, stress on the verb) Win 
the competition for the preferred restitutive interpretation (CAUSE < again'), which enforces s 
repetitive reading (again' < CAUSE) for the marked intonation pattern with stress on the adverba 
The preference for the first over the second reading in the above table can be put down to th~ 
fact that the former interpretation is more iconic to the syntax than the latter in that it violates 
NI only once. Only if the context is heavily biased against the first reading (e.g., by explicitly 
negating it, see the discussion on (8)) can the second reading get preference over the first. In sum 
it is possible to derive the preferences on the interpretation of (2) with the help of OT constraint~ 
on the basis of an underspecified semantic representation. 

6 Conclusion and further work 

This paper discussed the possibility of modelling the derivation and resolution of ambiguities by 
constructing underspecified semantic representations that are suitable input for optimality thea­
retic principle. While the paper provides no more than a preliminary exploration of a combination 
of the two frameworks, the results look promising and merit further investigation. 

Further potential applications of the approach comprise all cases in · which an expression, al­
though it applies syntactically or morphologically to a constituent as a whole, semantically pertains 
to only part of this constituent. All these cases can be treated analogously to the RR-ambiguity. 

• modification of nomina agentis, as in beautiful dancer 'person that dances beautifully' 
• aftermath modification, as in leave for two hours 'go away and be away for two hours' 
• un-prefixation, as in unkind and untie (the meaning of the prefix is the same in both cases, 

viz., >-.P>-.e.,P(e), the 'reversative' effect for untie emerges by inserting this meaning within 
the meaning of tie, below its BECOME operator) 
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Cross-linguistic Semantics of Weak Pronouns 
in Doubling Structures 
Javier Gutierrez-Rexach 

The Ohio State University 

1. Introduction . . • when they occur 
Prosodically weak pronouns or clitics obey certam reStnctwns t . t· 

. 1 l • that these res nc 10ns are 
. so-called "clitic doubling" constructions. c aim Th 1 
m • d • GQ Theory e ana -
semantic in nature and can be p~operly _charact~nze e:ded to accou~t for clitic 
ysis covers a wide arr~y of data m Spamsh and i~ ext eek and Northern Ital­
doubling phenomena m other languages (Romanian, ~r . ' . h" h 
l·an dialects) . An instance of a clitic doubling construction is ahsentench~ ihn w ic 

. . . d •th noun p rase w ic seems 
a pronominal third person clit1c is associate wi ~ 1 element. In this sense, 
to be saturating the same argument as the pronomma . th f 11 win 
the clitic "doubles" the associated noun phrase, as illuSt rated m e O O g 

example from Spanish: 

(1) Juan le dio el libro a Pedro , 
Juan to-him gave the book to Pedro 'Juan gave the book to Pedro 

. h kind of quantifier functions 
Clitics will be treated here as denotmg t e same . 1 t . t d t 

d • f ctions mherent y res nc e o 
as strong pronouns. These are etermmer un . "fiers are 
context sets (Westerstahl 1985; van der Does 1995). _Genera::ed qua~t~ion to a 
arity reducing functions in general: functions mappmg an -ar~ rel a 1.t. . 

.hi 1997) Thus a pronomma c 1 1c is a 
n-ary relation (Keenan and westersta ' . • '. t (th context set 
Prosodically weak expression denoting a function mappmg a _se 1 e,, 1 . K , (1989) termmo ogy ,or genera -
argument) to an arity reducer. Usmg eenan s d fi the following 
ized quantifiers based in his semantic case theory, we canf fe nt~ f A to 

. d [A B] for the set o unc ions rom (writing E to denote a umverse, an -> 

B): . 
Definition. Let o: be a clitic expression. Then, 
(i) if o: is [+nom.], [o:] is a function FE ['P(E) -> [P(EJ-> ~ E 
(ii) if 0: is [+acc.], [o:] is a functi?n FE [P(E) -:[tfel): )(21\n 
(iii) if o: is [+dat.], [o:] is a fu~ct1on FE [P(E) t 7:: determined by discourse 

In non-doubling constructions, the context se is . d t . d by 
Principles In clitic doubling constructions, the context set1 is he de~mme . 

• d bl d ression n t e 1scourse m 
( retrieved from) the denotation of the ou e exp • h MARIA-
( 2), the context set of la is not GIRLnCAMEJN but rat er • 

(2) Una chica entr6. Pedro la vio a Maria 
a girl came-in. Pedro her saw to Maria 

'A girl came in. Pedro saw Maria' 

• , (1997) t tion I use AR< - k > to Following Keenan and Westerstahl s no a ' . f +k 
indicate that a generalized quantifier is an arity reducing funct1~on rom n . -a~y 

h d t t· f a clitic doub mg expression m 
relations to n-ary relations. T e eno a _ion o . follows· 
which the clitic is an accusative proform 1s determmed as • 

(3) Let ~d/ be an accusative doubling clitic expression andAo:Racc itslnon-
'-' acc ERCE2QE <-> 

doubling counterpart. Then, for all C ~ , - ' 
[o:d/accHC)(R)(Qacc) = [o:acc](C)(R) & CE WJTNESS(Qacc) 
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An accusative cli~ic doubling expression denotes a function that maps a 
conte~t set to a~ anty reducer which, in turn, combines with a generalized 
~uantifie~, and y1~lds an arity reducer whose context set is a witness of the 
dou~led gener~hze~ quantifier. When the doubling clitic is a dative clitic, the 

associated quantifier 1s _the _dative extension of a generalized quantifier. Thus, 
there. has to be a_ matchmg m semantic case between the clitic function and the 
associ~ted quantifier. In general, for an arbitrary extension i of a generalized 
quantifier (where no~inativ~ corresponds to the first case extension, accusative 
to the _second extens10n, dative to the third extension, etc.) , the associated i-th 
extens10n of the doubling clitic can be defined as follows: 

( 4) ~or 1 :S i :S _n , let ad/i b~ the i-th extension of a doubling clitic expres­
sion and a; its non-doublmg counterpart. Then, for all C c E R c En 
Q; E AR < -1 > - ' - ' 
[ad;;](C)(R)(Q2) ... (Q;) ... (Qn) = [a;](C)(R)(Q2) .. . (Q·_ ) (Q · ) (Q ) 
& CE WITNESS(Q;) ' 1 ' i+ 1 • • • n 

The above _definition p~edic_ts that the interaction between the doubling clitic 
and ~he asso~1ated quantifier 1s always identical. Nevertheless, this is not the 
case m Spam~h. In gen_eral, a dative clitic may double the dative extension 
of any generalized quantifier. Contrastingly, not all generalized quantifiers can 
b~ ~oubled. by an accusative clitic. The associated quantifier in an accusative 
cht1c. doublmg cons~ruction satisfies the following requirement : it has to be a 
prmcipal filter. I wil! call this restriction the Principal Filter Constraint . 
Recall that a generalized quantifier Q over E is a principal filter iff there is a 
non-e~pty set A ~ E, such that for all B ~ E, Q(B) = I iff A c B. The 
set A IS called the generator of Q. In accusative doubling constructions the 
conte~t set of the pronominal clitic function is the gen~ator of the associated 
quantifier: 

I 

(5) Let a~/acc be an accusative doubling clitic expression and aacc its non­
doublmg counterpart. Then, for all C ~ E, R ~ E 2 , Q E AR < - l > 
[ad/acc](C)(R)(Qacc) = [aacc](C)(R) & C = GEN(Qacc) 

The examples in (6) are well-formed, whereas those in (7) are not . This is 
due to the fact that the noun phrases todos los/esos estudiantes 'all the/those 
stud~n~s', cada u~o de las estudiantes 'each one of the students, ' and Bill y 
Joe Bill an? Joe denote principal filters. On the other hand, muchos/varios 
estudzantes many /several students', do not denote principal filters . 

(6) Los encontraron a todos los/esos/cada uno de los 
them-fem. found-they to all the/those/each one of the 
estudiantes/Bill y Joe 
students/Bill and Joe 

(7) 
'They found all the/those/each one of the students/Bill and Joe' 
*L -os enganaron a muchos/varios estudiantes 
*them fooled-they to many/several students 

'They fooled many/several students' 

There are quantifiers that are inherently principal filters ( universals, definites 
and proper names) because they always have a generator. Other quantifiers, 
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such as existentials, numerals and to a lesser extent "vague" quantifiers ( many, 
few) may denote principal filters in certain contexts. When the principal filter 
reading is forced, ie. when the speaker is referring to a particular group, doubling 
becomes felicitous (8a). Similarly, the presence of a doubling accusative clitic 
forces the associated existential quantifier to be a principal filter. It is forced to 
behave like a definite in that context (8b) . 1 

(8) a. Las vi a ?pocas/ unas pocas niiias 
them saw-I to ?few/ a-pl. few girls 'I saw few/a few girls ' 

b. Juan las vio a dos nifias 
Juan them saw to two girls 'Juan saw (the) two girls ' 

Increasing and decreasing cardinal determiners that are positive (Keenan 
1995; Keenan and Westerstahl 1997) 2 are accusatively doubled only when they 
are interpreted as principal filters . In this case they are non-monotonic. Overt 
partitives can be doubled too, and the partitive quantifier is interpreted as a 
principal filter. 

(9) Los engafiaron a muchos de los estudiantes 
them fooled-they to many of the students 

'They fooled many of the students' 

Spanish bare plurals cannot trigger a principal filter reading (they can only 
have an existential non-definite reading) . The prediction that follows from this 
property of bare plurals and the characterization of clitic doubling so far is that 
accusative clitic doubling of bare plurals is impossible, because this would force 
bare noun expressions to denote principal filters. This is indeed the case: the 
partitive bare plural alcaldes de las ciudades costeras 'majors of the coastal 
cities' cannot be doubled by an accusative clitic. 

(10) *Los eligieron a alcaldes de las ciudades costeras 
*them elected to majors of the cities coastal 

'They elected majors of the coastal cities' 

Dative clitic doubling is not subject to the Principal Filter Constraint. Both 
filter denoting and non-filter denoting noun phrases are allowed in doubling con­
structions with le. The behavior of existential and numeral determiners under 
dative clitic doubling follows the expected pattern. The principal filter and the 
standard (non-definite) interpretation are possible. 3 

1 Characterizing the doubled quantifiers by the property of being a "strong" indefinite 
would not give the correct result. This is because the specific, partitive and presuppositional 
readings of indefinites ( the readings usually covered under this label) do not necessarily entail 
principal filterhood of the quantifier. On the other hand, sentence (8b) is true if and only if 
there is a group of two girls such that Juan saw those two girls. 

2 A determiner function D is positive iff for all A <;;; E, the quantifier function D(A) always 
maps the empty set to 0. 

3 In some circumstances the principal filter constraint is not sufficient to account for all 
cases of accusative doubling. More concretely, when there are two quantifiers belonging to the 
same class (existentials, universals or negative quantifiers) which may satisfy the Principal 
Filter Constraint, only the context dependent quantifier may be doubled. We may say that 
in this cases an additional Context Dependence Constraint has to be satisfied. For instance, 
Sp. todos las hombres 'all-masc.pl. the men' may be doubled but todo hombre 'every man' 
may not. 
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2 .. ~ccusa~ive doubling in Romanian and Greek 
Chtic doublmg constructions in Romanian • • • • 
in many respects The only d"ff . ;re similar to their Spamsh correlates 
a principal filter in R . i heren~e is t at if a quantifier expression denotes 

omaman, t en it has to be doubled bl" t Th 
name Popescu, the definite quantifier cinele lui Popesci 't1:: ~ry. e proper 
( 63). The universal quantifiers to ti 'all' and tot. • •• ' 11 h o~ of Popescu' d (65) i copziz a t e children' • (64) 
an are also principal filters, so they trigger doubling obligatorily. m 

(11) L-am vazut p p / ~ 1 . e opescu cme e lui Popes./pe toti co iii 
~1m-have(I) seen to Popescu/dog-the of Popes./to all children-the 

I have seen Popescu/Popescu's dog/all the children' 

Parallel to the Spanish case r d • (Keenan 1995) b d bl 'lenera ize existential or intersective quantifiers 

doubling' disamb~Jate: d~~ni: only whe; fith~y deno~e princip~l filters. Clitic 
miners and . . ~ vs. no~- e mte readmgs of existential deter-
mood in a ' agd~fym_ m palral!el with Spamsh, it is incompatible with subjunctive 

mo i mg re ative clause. 
Onlin ~~:;~~ the c_lass of quantifiers that can be doubled is more restricted 

doub1!d by an ~c~:i:::i;:~~;i:1;~es tat always denote principal filters) ar~ 
universal quantifiers and demo~ t ::e ore, pro~er names'. definite descriptions, 
tions (Schneider-Zioga 1994). s ra ives occur m accusative doubling construc-

(12) Tin-idha tin Maria/tin kopella 
her-saw-I the Maria/the-ace girl 

'I saw Maria/the girl' 

Existential quantifiers can t t · • • ( structio (A no par icipate m accusative) clitic doubling con-
I . ns nagnostopoulou and Giannakidou 1995) Bare 1 l d 

port10nal determiners such as erisoter ' ' • P_ ~ra s an pro­
constructions either. In Greek ~nl o:s mt~ canno~ participate in these 

pr_incipal filters is doubled: those ~:a:~i;:;s O h:a~er~ntifie:s tthat c~n denote 
mmers. We say that a f t· D [P( Y co-m ersect1ve deter­
VA A' B B' c EA ;:nc ~~n ; E) _. [P(E)-+ 2]] is co-intersective iff 

' ' ' - - = - B then D(A)(B) = D(A)(B) . 

3. Doubling and negative quantifiers 
~~nus now ,c~nsider th: behavior of Spanish ningun 'no' and ninguno de las 
tifiere ~; nth,e i,n ~ccusative doubl~ng constructions. The simple negative quan-

quantifie;~;ng:~o c;:r:st '~~~~r ott:C,cusative _dlloubling c?nstructions but the 
e can, as i ustrated m (13): 

(13) No lo he vist * • , l' • • th" h o a nmgun po itico/ mnguno de los politicos 
~o im ave-I seen to *no politician/ none of the politicians 

I have not seen any of thr politicians' 

filt}r:::~s s~i::,n!~t difforen~e cannot be related to the property of principal 
only cliff b her nzngun nor nznguno de las denote a principal filter The 
LOS. ~ence etween the determiner functions NINGUN and NINGUNO DE 
A B isCt ;t;h;:rst argum~nt of the latter is restricted to a context set C. Let 
(A)(B =-1 _- en, NINGUN(A)(B) = 1 iff A n B = 0; t:JINGUNO DE LOS 

) iff (C n A) n B = 0. The quantifiers NINGUN(A) 'NO(A)' and 
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NINGUNO DE LOS(A) 'NONE OF THE (A)' denote principal ideals. We say 
that a generalized quantifier Q over E is a principal ideal iff there is a non-empty 
set A ~ E, such that for all B ~ E Q(B) = 1 iff B ~ A. The set A is called 
the generator of Q. The principal ideals NINGUN(A) 'NO(A)' and NINGUNO 
DE LOS(A) 'NONE OF THE (A)' are generated by the set -,A. Thus, it is 
still possible to recover the set A (the complement of -,A), although not as the 
generator of a principal filter , but rather as the complement of the generator of 
the principal ideal. One may hypothesize that the set is recovered not by direct 
semantic inference from the denotation of the quantifiers. Were this the case, 
doubling of principal ideals would be possible without further restrictions. The 
above contrast shows that the retrieval of the complement set of the generator of 
the principal ideal is only possible when the set is already presupposed, ie. when 
the function denoted by the determiner expression is restricted to a context set. 
This is the case of NINGUNO DE LOS (A) 'NONE OF THE (A)' where the 
presence of the definite determiner the forces the partitive or presuppositional 

reading. 
Nominative clitic doubling in the Northern Italian dialects Trentino and 

Florentino is also sensitive to the semantic property of having a generator. In 
Trentino and Florentino, an agreeing nominative clitic may double a subject, if 
and only if, the subject denotes either a principal filter or a principal ideal. In 
the case of principal ideals, there is an additional constraint: the quantifier has 
to be restricted to a context set, ie. it has to be a presuppositional or partitive 

quantifier. 

4. Clitic doubling in questions 
The interaction of clitic doubling and interrogative quantifiers in questions con-
firms some of the claims that have been made so far. There is an important 
difference between the Spanish wh-words quien 'who' and cual 'which one' : the 
former cannot be doubled by an accusative clitic whereas the latter can. 

(14) i,A cual/*quien lo han matado? 
to which/*who him have-they killed 

'Which one did they kill?' 

In Gutierrez-Rexach (1997), it is proposed that the quantificational expres­
sions quien and cual are interrogative generalized quantifiers: functions from 
sets of individuals to questions. Let A, X ~ E. Then, QUIEN E [P(E) -+ 
[qP(E)-+ 2]] and QUIEN(A)(X) = 1 iff PERSONnA = X. Let A,C,X ~ E. 
Then, CUAL E [P(E)-+ (P(E)-+ [qP(E)-+ 2]]] and CUAL(C)(A)(X) = 1 iff 
C n PERSON n A= X . The difference between QUIEN 'WHO' and CUAL 
'WHICH ONE' is that the latter, but not the former, is restricted to a context 

set. The difference between accusative and dative clitics emerges again: dative 
clitics may double any argument interrogative quantifier, whereas accusative 
clitics impose a stronger condition on the doubled quantifier. The quantifier 
has to be context dependent, ie. restricted to a context set argument. In 
sum, there is an asymmetry between doubling structures involving declarative 
and interrogative quantifiers. When an accusative clitic doubles a declarative 
quantifier, the Principal Filter Constraint and, in certain cases, the Context 
Dependence Constraint have to be satisfied. On the other hand, when the 
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~oubled element is an interrogative uantifie . 
Is the Context Dependence Con t . qt · 1 ~, the constramt which is at stake 
t t s ram · on Y mterrogat · ·fi o con ext sets may be doubled b . Ive quant1 ers restricted 

D b . Y an accusative cli·t · 0 rov1e-Sorin (1990) b Ic. 
h O serves a related co t t • R 

t e accusative interrogative quantifi . ' nh ras m omanian. Doubling of 
tive t·fi • ers cme w o'· ce 'wh t ' f 
. quan _1 er headed by ce is not possible wh ' a_ or o an interroga-
mterrogat1ve quantifier care 'which , , f e~eas doublmg of the accusative 
by the interrogative determiner ca:n:w%;h,t~e mt~rrogative quantifier headed 
twee~ Romanian and Spanish is that in Is o~hgatory. The difference be­
rogat1ve quantifiers trigger accusative rt·Romaman context dependent inter­
context dependent interrogative quanti~:r~c b~~~:l~~g obligatorily, whereas non 

5. Conclusion 

The ~ature of the dependence between a . . . 
associate is shown to be sem t · . pronommal cht1c and its quantifier 
t . th an Ic m nature and to b 
ions at can be accurately formulated . . o ey very precise restric-

analysis of clitics as contextually t . i; ;;nera~1zed Quantifiers Theory. The 
the retrieval of a context set a res nfrc e unct10ns and of clitic doubling as 
t t rgument om a generali d "fi o a reatment of this fundament I d d ze quant1 er lends itself 
on context set retrieval. a epen ence as a family of related conditions 
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Sllbstructural Logic: a unifying framework for 
second generation datamining algorithms 

Erik de Haas & Pieter Adriaans 
Syllogic & University of Amsterdam 

Abstract 

In this paper we propose a framework for data mining algorithms based 
on a system of substructural logic. We show the connections between data 
mining, inductive logic programming and grammar induction. Further­
more we present a small family of substructural logics that can represent 
modern complex information systems. This small family of substructural 
logics on its turn will facilitate the design of efficient datamining algorithms 
using t echniques from the field of inductive logic programming. 

1 Introduction 

Traditionally the inductive algorithms used in data mining work on tabular (re­
lational) data sets. While in data and information representation practice there 
is a shift from tabular (relational) data representation towards a representation 
in more complex structures, there is also a new generation of datamining algo­
rithms emerging. New data mining techniques are developed to process complex 
information structures like object oriented structures, strings (in relation to lan­
guages) , and even multi media data. Examples of these developments are the 
work on the connection between datamining and language learning ([1]), and the 
work on datamining on complex information structures as done in multi relational 
datamining ([2]). We call this phenomenon second generation datamining. 

The processing of more complex structured data calls for new algorithms. The 
inductive algorithms used for datamining on tabular (relational) structures are 
theoretically impaired with the computational complexity of full first order pred­
icate logic. This is a problematic issue if one designs algorithms for induction on 
more complex structures then flat relations. This observation suggests that we 
need to found the structures on which we do datamining on a system with much 
better computational properties. This complies with the broader trend in logic in 
computer science that suggests that one needs to find logics tailored more closely 
to the application domain than a general language as full first order predicate 
logic [3]. 

In the logic community people have analyzed the landscape of substructural 
logic and have found systems with nice theoretical qualities that have fairly rich 
expressive power. For example in relation to grammar induction ( data mining 
on strings) the observation is proper that the Lambek calculus is a substructural 
logic. For representation of complex information structures a substructural modal 
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logic is proposed in [4] (and [5]) that expresses the core features of Ob · 
design and database languages like the industrial standard langua t~t Oriented 

g ML ([6])_ 

In this paper we propose a direction for designing algorithms fo 
t· d t . . r second era 10n a ammmg. We exploit the close connections between <lat . . gen. 

• d f I · am1n1n m uc 1ve og1c programming (ILP). We will use a variety of substruct g and 
and ILP techniques for designing ways to do data mining on comp} Ural logics 
ur • d . . ex struct 
vve 1~tro uced the not10n of substructural logic programming in [7]. In this ures. 
we will present two important links in our research program: Paper 

2 

• the connection between a small family of substructural logics and 
data representation language resembling UML, and a complex 

• the use of substructural logic in ILP for datamining purposes. 

Substructural logic for UML like information 
modeling languages 

The language we present below is called the language of categorial g h 
[4], [5]). This language talks about essential properties and aspects rafp bs. ([l ], 

d h h. · · 0 0 jects an as grap 1cal and textual express10ns. We will present the met 1 
£ th t · I h · a anguage or e ca egona grap language that denotes direct translations of th h. 

I d t 1 · • e grap 1-ca an extua constructs. The meta language 1s part of the traditi 1 t . d ona way of 
cons ructmg enotational semantics for programming languages Th t 1 £ h 1 . . e me a an-
guage or t e anguage of categonal graphs 1s a language with a sub t 

I I b d • • . . s ructural ca cu us ase on the trad1t10ns of modal and lmear logic. The meta 1 
t . h anguage of 

ca egones as the following features: 

• Expresses propositions on the aspects (or complex structure) o'a b . 
. . . . 'J n o ')ect us-
ing a modality. I.e. a propos1t10n about an aspect of an obj. ect 1• · h . s expressed 
wit a modality (and modeled by an adjacency relation). The mod 1·t . 
h . . I h . d a I y will ave an ex1stentia c aracter, and will be enoted by the ◊ Th· . . • 1s means 
we can express that an object has some properties without kn · • 

b . owmg the 
o ject totally. For example the complex objects1 p, r and s in th • 
b I ·1 e picture 

e ow w~ I all be of type ◊ A. If we wa~t to talk about a di.rected com-
plex (adjacency) structure of an object , 1.e. about the first adj·a t • h 

d d . cen , t e 
secon a jacent, etc. etc., we need to label the modal adj·acency 
◊ operator· 

1, ◊2, ◊role, etc .. Note that we may use symbolic names as labels. • 

1 A note on the informal notation for an object: the structure of a complex ob· t • d 
by a b · · I I h Id • • Jee Is enoted ox usmg an circ e as p ace o er for an adJacent obJect and a line from the 1 
to the box that denotes the adjacent. The label a : A will mean 'object a of type J.. aceholder 
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linear aggregation operation. This means that we can express the 
Has_ ag together' of two objects resulting in a new complex object. For 
'tak1n . ple if we have two objects a and b, and a has two adjacents c and d, 
t : : an adja~ent d, then their aggregation a· b will have three adjacents, 

c and twice d. 
once 

p D 

l)efinitioi:_i 2.1 (The meta language of categorial graphs) Let ScG b~ a similarity 
type containing one unary modal operators ◊, ◊-1 a~d ! together with the modal 

nstant 1. We define the language McG to be the pair (ScG, QcG), where QcG is 
:set of propositional variables. The set <I>(McG) of formulas in McG is defined as 
usual, using next to the modal operators the connectives ---,_ , _ * _ , _ n _ , _ LJ _ , 

The ◊ and ◊-1 modalities will talk about the adjacency relation R and its 
inverse; the ! will is the bang of linear logic, denoting unbounded linear multipli­
cation and 1 models the empty (or unknown) objects. The* denotes aggregation 
or in other words the multiplicative or resource conscious conjunction2 . The 
connectives n and LJ are respectively additive ( non resource conscious) conjunc­
tion and additive disjunction. Finally the ---, denotes ( non resource conscious) 
negation. 

For this language we developed a landscape of calculi that varies on the struc­
tural rules ( exchange, weakening, contraction) for the modal (aspects), modal 
free ( essential properties) and general formulas. In [5] we proved completeness 
for these calculi for a class of models called discourse models, which are formal 
descriptions of a complex structured object information system. 

In the remainder of this section we describe an example of the use of this 
language. Consider the following simple model of a passenger flight in UML 
notation: 

Airport origin . fllQht 
Airline 

Name 
n1ghtUmber 
depart_hme . Name 
arnval_tlme 

destination . duration 
max_nr_pasengers 

Operation: 

l. 1ornecedJ 

I iFllghl.OOg1n " Fllghl.mtin,uon~ 
Passenger 

Name ,,, 
needs_assistence 

2i.e. !A is 1 u A u A * A LJ A* A * A u · · · 
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The graphical syntax is translated into the logical meta language as follows: 

Flight ⇒ ◊flight.number 

Flight ⇒ ◊deparLtime 
Flight ⇒ ◊arrivaLtime 
Flight ⇒ ◊duration 
Flight ⇒ ◊max.nr _passengers 
Flight ⇒ ◊originAirport 

Flight ⇒ ◊ destination Airport 
Flight ⇒ ◊!Passenger 

Flight ⇒ ~(◊origin Airport n ◊destinationAirport) 

Airport ⇒ ◊name 
Airport ⇒ ◊ - 1. . Flight 

ongm 
Airport ⇒ ◊ a:stination Flight 
Airline ⇒ ◊name 
Passenger ⇒ ◊name 
Passenger ⇒ ◊age 
Passenger ⇒ ◊needs...assistance 

3 Inductive substructural logic programming and 
datamining 

In the field of Inductive Logic Programming (ILP) a lot of work is done in devel­
oping strategies to find simple3 and consistent hypothesis from a base of logical 
rules and axioms (facts). The traditional examples in this field deal with finding 
logic programs from a base of facts. More recently the ILP learning techniques 
are also used in datamining to find interesting patterns4 from a base of tables 
(facts) and functional dependencies (rules). 

The main problem of the ILP techniques is their computational tractability. 
Because First Order predicate logic (FOL) is enormously expressive, calculating 
with it is in general computational undecidable. This .means that the search 
for an interesting hypothesis or relation could take forever, even when such an 
hypothesis eix:ists. In this context the art of ILP could be seen as the ability 
to define strategies that come up with interesting hypothesis within reasonable 
computational resources. The following observations suggest an alternative route 
for using ILP strategies. 

• datamining questions are questions on information system properties. Mod­
ern (Object Oriented) information system languages like UML are designed 
to express these kind of properties and an important part of these languages 
can be caught by a substructural logic. 

• Inductive learning algorithms already exist and are studied for a substruc­
tural calculus, namely in language learning for grammar induction of con­
text free gr am mars ( [ 1]) . 

We propose to use ILP techniques for substructural and modal logics, i.e. 
lndcutive Substructural Modal Logic programming (ISMLP). This way we reduce 
the computational burden of ILP using FOL and use well studied logics with 

3 'simple' in the sense that the hypothesis has a short description. 
4 nontrivial patterns that have a short description 
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. W 1 • that for many purposes there exist 
utational properties. e c aim th h othesis 

·cer cornP 1 modal logics that are expressive enough to express e yp 
pl tructura 
sllr base of fa~t~ for ILP. the use of Inductive Substructural Modal Logic Pro-
311 datammmg purposes . 5 . 

for . (ISMLP) in put in context in the picture below. 
grarnrning 

representational theory 
formal learning framework 

·-.:'~• . . 
prolog +···················· ... ILP J 
_/ \ . __ __.,.., , ···-· \. t multi relaional 

• i datarnining 

UML ) relation i 
·· ···--·--... .calculus ) 1 datomining 

~ ._----- I . 
_s~_L_)··~····· ..... 

1 
.............. ~ .. '.~:~_)-. 

,. .! ........................................ .. . 
• , •. -;" . ISLP 'Grammar IM.LJ!>. ) 

SL ) ML / • __,/;;,duclion • ·~··· .. __,,-
- -..;••••••••·•·••· ........ , • •• -....✓.r•'"•----,_. boolean -

bOOlcle1a~ ) .................... ; .. .......... .. ..... ..... . ~-~~~::' } 
ca u u_;.....- : "'""-· -~ 

, 

• ·-. .- . h ISMLP is similar to the task of ILP. Given 
The general task for mmmg tt E d to find a consistent and interesting 

Knowledge K and a set of examp es , we nee 

pattern P such that 
KnPpE 

f the Fli hts above. The Theory for the in­
Example 3.1 Recall the ex~mple o . l g hs This theory is extended by 
ductive algorithm is the logic of cate(gorial gt:ap 1· the in UML denoted) model 

l d h • h is the trans a ion o 
background know e ge, w ic . . of ob ·ects which are instances of the 
of flights . Consider the facts ( d)escfrip:;o;:zlowin~ ki~d (homomorph to the class 
classes from the UML diagram O t 

diagram): 

All'l)OrtSc1pho1: 
Airport 

•sct1lphol': name 

AlrportLOurdes 

'Pall: Name 

Fllghtl<L.1234: Flight 

~ Kl...1234 : tllghtnuml)er 
1999-01-01-06:00: depart_llme 
1999_01 .ot-08: 15:arrMll_time 

,--- '135 mlnutEs": t1uratton 
t67: max_nr_passengers 

V 

I 
~ P1 :Passenger 

aestlnatlon 
Kwil< name 
10: age 
false: 
needs_assistence 

AlrllneKLM: 

""''" 
~ ------j•KL.M': name 

I I 
P2:Pabenger P3Passenger 

Kwak:.name KWel< name 
10: age 10: age 

raise true· 

needs_as:ilstence needs_assiStence 

----------:-:---:-. ----;;-;:;-:::-- d l 1 • . SML == substructural modal logic; ISLP == 
5SL = substructural lo~1c; ML - m? ~ I~g{~ = inductive modal logic ptogramming. • 

inductive substructural logic programming, 
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essentials/type assertions AirlineKLM ⇒ Airline { 
FlightKL1234 ⇒ Flight 

~i-rportSchiphol ⇒ Airport 

{ 
FlightKL1234 ⇒ ◊AirlineKLM 

aspects ~l'.ghtKLl234 ⇒ ◊originAirportSchiphol 

An interesting pattern to be found could be of the likes of 
Flightn < destination> AirportLourdes ⇒ ◊(Passenger n ◊needs..assistance) 

i.e. a flight to Lourdes is bound to have a passenger that needs assistance. 

4 conclusion 

We have shown that a d d • • UML b ~o em ata obJect oriented representation language as 
. can e expressed m a substructural modal logic. This opens the way £ 

usi~:- ILP techniques based on substructural modal logic for datamining ~r 

rno;e~~: :~~:tuctural :gic a unifying_framew~rk for applying learning tech~ique: 
exam le . d" ave a_su s~ructural_ logic as their represenational theory. An other 

p s m icated m this paper is grammar induction for categorial grammars . 
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1 Introduction 
This paper presents a novel set of data on conjunction inside the noun phrase, and 
shows how this little-studied domain includes structures with readings which are 
unexpected under any current theory of the semantics of coordination. Moreover, 
these readings vary across languages in an interesting and systematic fashion. 

In order to fit these facts into a general (and ultimately fully unified) theory 
of constituent coordination, we propose a new semantics for conjunction, and we 
deduce the cross-linguistic variation Lfrom an independently motivated theory of 
the syntax-to-semantics mapping, in which a parametric difference exists in the 
way natural languages obtain the semantics of number. 

Our theory assumes an analysis of noun phrases as 'DPs' (Abney 1987) embed-
ding the lexical projection of the noun, NP, plus various intermediate functional 
projections (FPs). To the extent the analysis is successful, it supports the existence 
of a direct mapping between syntactically motivated functional heads and seman­
tic functions, and speaks in favor of a tighter integration between syntactic and 

semantic approaches to language. 

1.1 The semantics of conjunction 
A long-standing issues in the analysis of conjunction is the problem of a unified 
semantic interpretation for and. The conjunction of DP arguments denoting indi­
viduals, as in (la), seems on the face of it to suggest a treatment in terms of set 

union, or i-sums (Link 1983; Link 1987) . 

(1) a. [John and Mary] danced. 
b. [John and Mary] met. 

The conjunction of predicates, as illustrated in (2a-b), on the other hand, is straight­

forwardly handled as intersection. 

(2) a. My uncle is [short and fat]. 
b. My ancestors were [short and fat]. 

This apparent contrast between arguments and predicates can to some extent be 
dissolved by interpreting DP arguments as generalised quantifiers, in which case 
(la) can also be interpreted as involving property intersection. This leaves open the 
problem of non-Boolean cases like (lb), for which various solutions have been put 
forward (Hoeksema 1983,1988; Krifka 1990; Lasersohn 1995; Winter 1996) . 

1.2 Conjunction within the DP 
Typically, semanticists working on coordination have concentrated on the conjunc­
tion of maximal (extended) projections (in .the case of noun phrases, the entire 
DP). In this paper, we want to focus on the relatively little-studied case of nominal 

conjunction within the DP, illustrated in (3). 

(3) [My [friend and colleague]] always sang too loud. 
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A typical assumption about the internal syntax and semantics of argument nominals 
is that the NP embedded in the DP is interpreted as a predicate (e.g. Higginbotham 
1987; Longobardi 1994) , which restricts a variable contributed by the determiner, 
at the DP layer. 

( 4) [op the [NP /predicate doctor ]] 

If the conjunction in (3) is at the level of the NP predicate, we expect it to be 
interpreted as intersection. This reading, which we will call the joint reading, is 
indeed available: 

(5) a. [My [friend and colleague]] was late. 
b. [That [liar and cheat]] is not to be trusted. 

There is however another, unexpected reading, in which such a conjunction is in­
terpreted as denoting distinct individuals with distinct properties. We call this the 
split reading: some examples are given in (6). Note that the agreement on the main 
verb may disambiguate the two readings. 

(6) a. [My [father and grandfather]] were both sailors. 
b. [That [man and woman]] were still shouting at each other. 

Searches on the British National Corpus have shown that this reading, far from 
being an idiomatic usage, is productive, and possible with all singular determiners. 
Moreover, the split reading (like the joint reading) is also possible in the plural: 

(7) a. [My [parents and grandparents]] were all from Rome. 
b. [Those [men and women]] were advancing on the barricades. 

Here, the noun phrases denote pluralities of people, each of whom (in the most 
natural interpretation) has only one of the properties in the conjunction. Moreover, 
each prop~rty must be represented in the plurality, unlike the corresponding "or" 
cases ("Those men or women"). 

While there are other languages (including Dutch) which pattern with English in 
allowing both a split and a joint interpretation for the conjunction of singular count 
nouns, in a number of languages, including French, Spanish, German, and Italian, 
conjunction of singular count NPs within DP yields only the joint interpretation, 
the singular split interpretation being excluded (here and throughout this paper we 
exemplify with Italian): 

(8) a. [ L' [ amico e collaboratore] di Gianni ] e stato qui. 
the friend and collaborator of Gianni is been here 

Gianni's friend and collaborator was here. 
b. * [ Questo [ soldato e marinaio ]] sono buoni amici. 

this soldier and sailor are good friends 
This soldier and sailor are good friends. 

The impossibility of the split reading for the conjunction of singular count nouns 
in a number of languages was noted already in Dowty 1988, but there is a further 
important piece of the puzzle: this contrast between English and e.g. Italian holds 
only in the singular. In Italian, as in English, conjunction of plural NPs within DP 
can have a split reading (modulo matching genders). 

(9) [ Questi [ soldati e marinai ]] sono buoni amici. 
these soldiers and sailors are good friends 

We thus have at least the following questions to answer: 
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l. What semantics for conjunction can capture the full range of DP-internal 
cases (both the joint and the split readings)? 

2. What is the difference between English and Italian that gives rise to the 
contrast in the singular alone? 

2 Conjunction as "set product" 

Assuming that common nouns (and NPs) denote (intensional) properties, if con­
junction was always intersection we would expect man and woman to behave just 
like short and fat in (2): that is, we would expect only a joint reading to be gen­
erally available. Allowing a union semantics for DP-internal and does not resolve 
the problem, as this would give instead the meaning of this man or woman (one 
person). The idea that D is a plural syntactically disguised as a singular leaves as 
a mystery the fact that a normal plural D is unacceptable: 

(10) a. that man and woman 
b. *those man and woman 

The proposal that the construction is really coordination of full DPs with ellipsis of 
the second D fails in various ways: among others, it cannot explain why in this case 
(in contrast to e.g. gapping) ellipsis occurs with and but not with or (witness the 
ungrammaticality of the ellipsis in I didn't like the concert: the performer or ?? (the) 
piece was not so good), and it would have to be restricted ad hoc to apply only in 
the plural in Italian. Dowty's (1988) proposal to solve the problem by stipulating 
a special non-compositional rule for conjunction, peculiar to English, that involves 
type-lifting the conjuncts, equally gives no way to account for the singular-plural 
difference found in Italian and, we believe, goes in the wrong direction in locating 
the cross-linguistic difference in the semantics of and. 

We propose instead that a successful account of these data must rely on a 
crosslinguistically invariant semantics for conjunction, and must seek to locate the 
divergence in an independently motivated difference between the syntax and seman­
tics of the nominals. 

In what follows, we will assume that both singular and plural individuals can be 
rendered as sets (type <e,t> ). Properties will be uniformly of type< <e,t>,t>, and 
GQs of type <<<e,t>,t>t>. Singular Ns and NPs will therefore denote sets of sin­
gletons, rather than simple sets of atomic entities. To capture the split reading, the 
denotation of the conjunction of two singular NPs must be a set of two-membered 
sets, each containing an element from each of the conjoined nominals. This result 
is produced by the operation of set product, which we propose as a candidate for 
the denotation of "and". 

Set Product 
SP(A 1

, ... ' An) = def { X: X = a 1 U .. . u an, a 1 E A1

, • •• ' an E An} 
(11) 

The operation takes a member from each set, and performs union. Given two 
conjuncts, (NPi and NPj in (12a)) with non-overlapping extensions (e.g. man and 
woman), set product returns a set of two-membered sets (126) . 

(12) a . IINP;II = {{a}, {b}}, IINPjll = {{c}, {d}} 
b. IINP; and NPj ll = SP(IINPill,IINPjll) = {{a,c}{a,d}{b,c}{b,d}} 

Further, since set product is defined in terms of union, if the two conjuncts do 
overlap, whether fully or partially ( as in e.g. friend and colleague), the resultant set 
will also contain singletons, e.g. {c} in (136) , from {c} U {c}. 
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(13) a . 1/NP;I/ = {{a} {b} {c}}, 1/NPil/ = {{c}, {d}} 
b. //NP; and NP ii/= SP(I/NP;l/ ,I/NPi/1) = {{a,c}{a,d}{b,c}{b,d}{c,d}{c}} 

!1;;:,/::a~~:;ch singletons is the intersection of the two conjuncts, needed for the 

The problem of excluding th rt d. £ 
ian now boils down to the probl:;po~ ;~a _mg or c~njunctions such as (8b) in Ital-
non-singleton elements, whenever the con~:i:!:ut o . a denotati~n like ~13b) all the 
of coordination shows that this is indeeJ the arel smgular. ~v1dence mdependent 

obtaining the denotation of singular and plurar::uI!a~~!w:n1i!e~::1~:~~tegies for 

3 The Syntax/Semantics interface 

3.1 The internal structure of the noun phrase 
We assume the following syntactic struct £ 
Longobardi 1994, Zamparelli 1995) and ';fe tr no?n. phrase~ (see Cinque 1993, 
heads (here D Num and Pl) t ' ~ op a prmciple which maps functional 

' ' on o semantic operators (15) : • 

(l4) a. [DP fet [NumP Num [PIP (Modi~er) [NP Noun ( Compl) ]])] 
b. [DP . hose [NumP few /three [PIP mteresting [NP papers ])]] 

(15) Semantic _Composition of Functional Heads: 

Eacth ft~nctional projection F denotes a function over the meaning of its 
syn ac 1c arguments. 

First, all count nouns (and NPs based on them) h h . 
sets of singularities. The difference betw : w t er smgular or plural, denote 
the feature [±PLUR] on N· this£ t _een smgu ar and plural is expressed by 

. ' ea ure raises to some higper function 1 h d d 
tnggers a particular semantic operation at that p . t a ea ' an 

S d om . 
h e0~,n ' at Pl~ pluralities are constructed from the base denotation of th NP 

w ere constructmg a plurality" means build. th 1 e ' 
Union of the set denoted by the NP (th mg ) e c osure under Generalised 

e *-operation 

(16) Generalised Union: 

U(X) =def lY, YEX if X is a singleton set 
yiu .. . u yn if X - {yl yn}· d fi d h - • • • , un e ne ot erwise 

(17) ll[Pl NP]I/ = *IINPI/ = {X : :lY~I/NPI/ X = U(Y)} 

~~::1}::u~n~: :i:!u!::e::::gc::!~~!t~f °!:::_PIP denotation, filtering from it all 

(l8) 1/[NumP n PIP]I/ = {X: XE 1/PIPI/ and /X/ = n} 

3.2 Two routes to number 

~~;:;n:~': consider how the diff~r~~c~ between singular and plural DPs can be 

that both 1:r:U:v:ii:~~:~::~t~;:~1t:;::g~;~sent themselves. It is our contention 

. T~e first possibility is that a + PLUR feature value on the NP . 
plication of the *-operator at PIP h'l p d . tnggers the ap-

!:;;~iv:~:~!h~ NP ,~e~otation ( ~ :/0~ :i~g~~~tie:)\:;:~:dt:~ 1;;t;u:;e !i~!~ 
• oesn p ay any semantic role higher than PIP In the b f 

overt numeral in Num, no semantic filterin takes l • a se~ce o an 
possibly absent) . We call this the PlP t l . hp ace at NumP (the proJection is 

s ra egy, t e strategy exemplified by English. 
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The second possibility is that singular and plural are ways to partition the 
denotation delivered by the *-operator at PIP. In this case, ±PLUR raises up to 
Num; a Num head reached by a -PLUR value preserves only elements of cardinality 
1; a Num head reached by a +PLUR value removes all elements of cardinality 1. 
We call this the NumP strategy; this is the strategy exemplified by Italian. 

This divergence is responsible for various syntactic differences in the two lan­
guages; semantically, it predicts that English should preserve singular individuals 
in the denotation of plural DPs, a fact normally obscured by pragmatic factors, but 
which emerges in the possibility, for English but not for Italian, of plural negation 
("no boys arrived", false if a single boy arrived) and dependent plurals: 

(19) a. Unicorns have horns. 
b. #Gli unicorni hanno (i) corni. 

( En: one per animal) 
( It: only > 1 per animal) 

3.3 The two strategies for number meet conjunction 

Consider now how the two strategies interact with the idea that conjunction denotes 
set product. In a model with two noun phrases, NP; and NPJ, as in (13)a, both 
English and Italian obtain the denotation in (13) band pass it up to PIP. 1 In English, 
Pl will leave it unchanged (both Ns have -PLUR features). NumP is inactive: the 
denotation, pairs included, reaches D and functions as a restrictor for D, giving rise 
to the possibility of either joint or split readings in English. 

In Italian, on the other hand, the -PLUR feature on the N heads raised across-the­
board to NumP triggers the filtering away of all pairs arising from the conjunction, 
leaving only { c}, in our example. Hence, no split interpretation is possible. 

As noted above, in the plural the two languages converge: Pl will apply the 
*-operator over the result of set product, but Num+PLUR will not filter away any 
of the resulting pluralities. 

4 DP coordination 

When applied to FPs which may denote individuals or singular properties (DP and 
NumP), conjunction displays an additional restriction, the impossibility of 'collaps­
ing' multiple pluralities as a result of the application of union. Thus, the DPs in 
(20) are not felicitous if only 4 people (1 both a friend and a colleague) came. 

(20) a. [{the/those} 3 friends] and [{the/those} 2 colleagues] came. 
b. [{the/those} [3 friends] and [2 colleagues]] came. 

However , set product can successfully apply to conjoin DPs built on Ns with non­
overlapping extensions. If DPs are taken to denote <e,t> individuals, we will 
assume that the 'Quine operator' Q (,\x,\y(x = y)) can lift them to <<e,t>,t> sin­
gular properties to which set product can apply: 

(21) IIJohn and Mary//= SP(Q({j'}),Q({m'})) = SP({{j'}}{{m'}})={{j' ,m'}} 

The l operator can then be used to lower the result onto an individual. If on the 
other hand DPs (are lifted to) denote <<<e,t>,t>t> GQs, the set product oper­
ation performs the union of each <<e,t>,t> property across the conjuncts. This 
operation does not introduce into the denotation of the conjunction any property 
which wasn't already present in each GQ. For instance, suppose John has property 
P but not Q, and Mary Q but not P. It follows that both John and Mary have 

1 We are adopting the assumption that coordination is "as low as possible," possibly some reflex 
of a principle of structural economy 

131 



the property PVQ. But PVQ is just what set product returns when comb· · p • 
JJJohnJJ with Qin JJMaryJJ using union. mmg m 

This approa?h also predicts that (22a) will have the same meaning as (22b) 
whereas (22c) will be compatible with the arrival of all the men b t c ' u very 1ew women. 
(22) a. Most men and women came. 

b. Most men and most women came. 
c. Most of the men and women came. 

This is because there is no way to select most women cont • · · · h 
l . . . . - ammg pairs wit out 

se ectmg man-contammg pairs, and vice versa. In (22c) on th th h d r • , e o er an , most 
~pp 1es to a mixed plurality of men and women, selecting, say 'more th h If' f 
its total content. ' an a 0 

5 Conclusion and extensions 

A close examination of DP-internal conjunction across languag h 1 d t 
t • c " d" h es as e o a se-man 1cs 1or an t at generalizes also to the case of full DP Th • 

d I s. e next step 1s 
to eve op an account of predicate conjunction. Here the spli·t · t t t · • ·1 bl · . , m erpre a 10n 1s 
ava1 a e m both Italian and English for nominal but not ad · t· I d" , Jee 1va pre 1cates: 

(23) Those objects are { stars and planets / # close and far away} 

This leads to the hypothesis that the split reading is blocked wi·th d" t· b 
h . . . . • a Jee 1ves ecause 

t eir subJect 1s raised across-the-board from a predicate-internal position. 
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Deconstructing Jacobson's Z 

Gerhard Jager 
Zentrum fiir Allgemeine Sprachwissenschaft Berlin 

1 Introduction 

One crucial intuition behind the enterprise of model theoretic semantics can be 
summarized by the slogan "Language is one thing, and meanings are something 
different" . In more technical terms, interpretation is seen as a mapping from an 
algebra of syntactic forms to an algebra of meanings, and these two algebras are 
sharply distinguished conceptually. (This does not entail that they are disjoint­
expressions may refer to other expressions or even to themselves.) Variables, as 
they are commonly used, do not fit into this picture. On the one hand, variables 
are expressions, i.e. atomic elements of the syntactic algebra. On the other hand, 
under a Fregean conception of interpretation, meanings are functions from variable 
assignments to other objects. So variables are set-theoretic building blocks of the 
semantic algebra as well. Thus a variable free approach to the syntax/semantics 
interface has an a priori conceptual appeal. 
At a first glance, the greatest obstacle to a variable free semantics for natural 
language is the phenomenon of anaphora. The Categorial literature contains a series 
of proposals to overcome this problem. Generally there are two possible routes here. 
By definition, anaphoric expressions re-use the meaning of another expression, their 
antecedent. So the interpretation of anaphors involves a multiplication of semantic 
resources. So it has to be decided whether this is due to the lexical meaning of 
the anaphoric expression or whether meaning multiplication is done in syntax. The 
former route is taken by Szabolcsi 1989 and Moortgat 1996a, while Hepple 1990, 
Jacobson 1999 and Jager 1998 opt for the latter alternative. 
The present paper offers a unifying perspective. Working within the framework of 
multi-modal Type Logical Grammar (cf. Kurtonina and Moortgat 1995; Moortgat 
1997), anaphora resolution is broken into two aspects. Duplication of meaning 
is due to the lexical meaning of anaphors, while the non-local character of this 
process is taken care of in syntax and controlled by multi-modal techniques. So the 
present approach falls into the first group of theories mentioned above. However, 
it is shown that Jacobson's 1999 and Jager 's 1998 system each can be embedded 
into one version of the multimodal system. So the two approaches 'resolution in 
lexicon' and 'resolution in syntax' should be regarded as complementary rather than 
mutually exclusive. 

2 Jacobson 1999 

2.1 Combinatory presentation 

According to Jacobson, the meaning of an anaphoric expression is a function from 
the meaning of its antecedent to its meaning in context . Applied to anaphoric 
pronouns , this comes down to the claim that they denote the identity function over 
individuals. Anaphoric expressions are coded as such in their syntactic category 
too . To this end, Jacobson introduces a novel type-forming connective. A sign of 
category AB is an anaphoric expression which may be transformed into a sign of 
category B provided it finds a suitable antecedent of category B . For typographic 
reasons and to stress the similarity with the other two categorial slashes we use the 
notation A JB instead of AB. So an anaphoric pronoun receives category NJN . The 
semantic impact of "I" is similar to the other slashes; it creates a functor category. 
Jacobson's proposal is framed in the general setup of Combinatory Categorial Gram­
mar. The behavior of the third slash is governed by two combinatory schemata. 

133 



First, an anaphoric "gap" may percolate upward in complex structures. This is 
formalized by a mixed version of the Geach rule plus a monotonicity scheme. 1 (The 
arrows "-, is used as a meta-variable over "\" and /.) 

---------------G 
x: A-, B ==> >..yz.x(yz) : (A/C) -, (B/C) 

x : A=:>M:B 
------------ M 
y: A/C ==> >..z.M[(yz)/x] : B/C 

Second, anaphoric dependencies are established by means of the scheme Z. 2 

X : A -> B1 -> • • • ---> Bn -> C-> D ==> 
AYZ1 • • • ZnW,XWZn • • • z1(yw): (A/C)---> B1-> · · · -> Bn-> C---> D 

2.2 Multimodal decomposition 
(Z) 

In this subsection, I will present an embedding of Jacobson's system into the general 
theory of structural control proposed in Kurtonina and Moortgat 1995. For reasons 
of space, a presentation of this framework has to be left out here. The interested 
reader is referred to the cited work and Moortgat 1997. 

We assume the base logic to be NL, the non-associative Lambek Calculus. To start 
with, it is easy to see that in the presence of the residuation laws, the combinator 
G and Jacobson's monotonicity rule are jointly equivalent to the following inference rule: 

X[x : A] ==> M : B 
-------------G' 
X[y: A/C] ==> >..z.M[(yz)/x] : B/C 

Likewise, Z is equivalent to the combination of the following rules: . X[x : Ao Y[y : Bl] ==> M : C 
---------------Z'1 
X[x : Ao Y[z: B/AJ] ==> M[(zx)/y] : C 

X[Y[y: BJ ox: A]==> M: C 
--------------- Z'2 
X[Y[z: B/A] ox : A]==> M[(zx)/y] : C 

In words, an anaphoric slot can travel up in a resource tree, and an anaphora-slash 
can be introduced on the right hand side of a sequent if it is c-commanded by an 
antecedent of the appropriate category. 

Let us suppose for a moment that our base logic is not NL but LP, i.e. we have 
unlimited access to associativity and permutation. Then-as the reader may check 
herself-all three rules become derivable iffwe expand A/B to B\(B•A). This makes 
sense intuitively; if we ignore linear order and hierarchical structure, a pronoun 
may be considered as something which consumes it antecedent, makes a copy of 
it, and returns it to its original position. 3 Under the strict resource management 
regime of NL, such a treatment fails due to the non-local character of the rules 
given above. To make it work, we have to add structural rules which give access 
to associativity and permutation, and we have to restrict these rules by means of 
modal control devices to avoid a collapse of the base logic into LP. This is achieved 
by the interaction postulates given in figure 1. 

1 
Jacobson's original formulation is somewhat more restrictive, limiting the premise to results of the application of G. 

2
Jacobson limits the type C to N, but there doesn't seem to be a special motivation for this restriction. 

3
This intuition is at the bottom of the Linear treatment of anaphora in Dalrymple et al. 1997, 

who assign a pronoun the lexical entry .>.x.(x, x) : N - o(N 0 N). 
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1 Ok at each postulate t us 0 
Le 1 We assume that aratey. . 
seP horic express10ns are 11 anap 
a . 11 locked by some unary 
Jex~:li[y ◊ . Postulate (PO) re­
rno such a modally marked laces 
P e by a place holder con-esourc 
r t t while the unlocked 
stan ' · h d 

horic resource 1s attac e 

◊A 

A• (B •1 C) 
(A •1 B) • C 
A• (B •1 C) 
(A • 1 B) • C 

A•2 (B •1 C) 
A•2 ◊B 

<-------> 

<-------> 

<-------> 

<-------> 

<-------> 

<-------> 

<-------> 

t •1 A 
("'-._)(A• B) •1 C 
(/)(A• C) •1 B 
(<-)((A •2 C) • B) 
(->)(A• (C •2 B)) 
(A •2 C) •2 B 
◊1 (A •2 B) 

Figure 1: Interaction postulates 

(PO) 
(Pl) 
(P2) 
(P3) 
(P4) 
(P5) 
(P6) 

anap . 4 

to t by a bmary product •1- ove the second argument of •1 up in the tree, 
The postulates (Pl) ~nd (P2) ~ h he unar modalities (/) and ("'-._), depending 
rnarking the nodes on its pat~ _w1~ J from t:e left or the right daughter. (P3) and 
on whether the movement ongma; t the left (right) sister-node, changing the 
(p 4) move the second argument o • 1 do k' th path with ( <-) ( (-,)). Thus 

b• • f • to •2 an mar mg e . h 
mode of com mat10n rom 1 'th ◊ to enter a local •2-configuration wit 
(PO)-(P4) enable any resource marked w1 f . . . marked with t and the path 

d• d while its place O ongm IS , any c-comman mg no e, h n approach any c-commandmg • d rt· s So an anap or ca 
with appropriate arrow ~o a I 1~ • b reversed since all postulates work d t After resolution this process can e antece en • ' 
in both directions. . 
Anaphora resolution as such 1s 
modeled by Modus Ponens plus 
•2 elimination as in the LP­
treatment sketched above. Af­
ter putting back the resolved 
anaphor to its original loca­
tion the anaphora-modality ◊ 
is ru'atched by a corresponding 
0 1 and thus cancelled. So the 
anaphora type A/B is to be de­
constructed as ◊(B \2 (B • 2 
OlA)) . A Curry-Howard term 
M with type A/Bis translated 
as .>-x .(x, Mx) . So under the 
present perspective, the mean­
ing of a pronoun is .>-x .(x, x) , as 
in Dalrymple et al. 1997. 
These postulates are already 
sufficient to make both in­
stances of Z' derivable. The 

X[A o Y [Bl] ==> C □iL 

X[AoY[(□lB)] ] ==> C PO 

X[A o Y[t o1 oi Bl] ==> C Pl/2 

---:--:-:'.;-:-;-----=--;--;::;-;-;--:--;::; Pl/2 
X [A o (Y'[t] 01 □ 1 B)] ==> C p 3 

X[(<-)((A 02 □ 1 B) o Y'[t])] ==> C •
2
L 

~id X[(<-)(A•2 □ 1BoY'[t])]==>C \2L 

X[(<-)((A o2 A \2 (A •2 oi B)) o Y'[t])] ==> C P3 

X[A o (Y'[t] 01 A \2 (A •2 Ol B))] * C Pl/2 

Pl/2 
-X-[A_o_Y~[t_o_1~A~\-2~(A-;-•2~D~l~B~)Dl]~==>::-r:;C PO 

X[A o Y[◊(A \2 (A •2 Ol B))]] ==> C 

Figure 2: Derivation of Z' 

derivation of Z'1 is given in fig- h d £ th structure that is e;actly like y except 
ure 2. There Y'[t] i_s us~d as short a~ d o\h e with (/) or with("--.,_), depending on 
that all nodes dommatmg t are mar e et . er 

whether its left or its ~ight daughter con:a~~s t\,e use (P4) instead of (P3). 
The derivation of Z'2 is analogous e~cep a . modal decoration is necessary. 

h G ' qualification concernmg . 
To deconstruct t e , a d rt ◊ serves to mark lexical types 
It was mentioned above that the unaryh mo a I y tructed during derivation come 

• A h ·c types t at are cons . 
as being anaphoric. nap on ll e assume that all negative oc-

• • d f d tion More genera Y, w d 
without this km o ecora • f B them 1991 :75) are translate as 

A/B (in the sense o van en A/B 
currences of a type . d I k' -while positive occurrences of 0 1 A)) • with mo a mar mg h ◊(B \2 (B •2 -1.e. A) s· Z' only involved negative occurrences , t e are mapped just to B \2 (B •2 · mce 

4This device is taken from Moortgat 1996b. 
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derivation given above is not affected by this. 
This taken in to account 
G' is derivable as well pr; 
vided anaphora resolution 
is able to deal with hypo­
thetical antecedents. This 
is ensured by (P5) . In 
the derivation in figure 3, 
we use the same notational 
convention as above and 
leave out obvious steps. 
Since positive and nega­
tive occurrences of AIB are 
translated differently, we 
have to make sure that the 
identity axiom for A IB re­

-- id ----------PO- .. 5 
C ⇒ C (Co2 OlA)o2X' [t] ⇒ C•2B 

(C 02 C \2 (C •2 Ol A)) 02 X' [t ] ⇒ C •2 B \2L, •2L 

C 02 (X' [t ) 01 C \2 (C e 2 o i A)) ⇒ C • 2 B P 5 

C o2 X[◊(C \2 (C •2 0 1 A)))* C •2 B PO/l/2 

X [◊(C \2 (C •2 oiA))) ⇒ C \ 2 (C e2 B) \ 2R 

Figure 3: Derivation of G' 

mains derivable. This is where postulate (P6) comes in ( cf. figure 4). 

3 Jager 1998 

In J~ger 1?98 I follow~d ~acobson in extending the inventory of type forming con­
nectives wit~ I and ass1gnmg pronouns the lexical entry >..x.x: NIN. The system is 
formulated m the type logi­
cal version of Categorial Gram­
mar while Jacobson is work­
ing in the Combinatory tradi­
tion. Besides, Jager 1998 dif­
fers from Jacobson's proposal 
in assuming that precedence 

I rather than c-command is the 

Figure 4: Derivation of the identity axiom 

necessary and sufficient to li­
cense anaphoric relationships. 
This is motivated by considera­
tions concerning inverse linking 
constructions, weak crossover 
VP ellipsis and cross-sententia'i anaphora. 
Accordingly, ~he counterpart of Jacobson's Z-the rule of use for I-is (equivalent 
to)_ the followmg (where X [A][B ] is a structure containing the substructures A and 
B m that order) : 

X [x : A][y : BJ ⇒ M : C 

X[x : A)[z: B IA] ⇒ M [(zx)/y] : c IL 

Jacobson's G and the monotonicity rule are both covered by the rule of proof 

x : Ao y : po X ⇒ (x, y, M) : A• p • B 

X ⇒ >..x .M : BIA IR 

The resulting logic is called L 1. 
The rule of proof is not without problems. To start with, it imposes a restriction 
on the form ~f t~e Cur~y-Howard term of the premise. In other words, the Curry­
Howard labelmg 1s not Just a book keeping device here but an intrinsic part of the 
proof theory. As a consequence, it proved to be difficult to develop an appropri­
ate mo~el theory for this logic. Furthermore, the system crucially relies on the 
unrestricted availability of associativity. 
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One might wonder whether these limitations are really unavoidable. A careful 
examination of the linguistic applications reveals that the rule of proof for I can be 
replaced by the weaker rule G' given above without changing the linguistic impact 

in any way. 
Given this, an suitable deconstruction of the the Jager 1998 version of AIB should 
rnake IL and G' admissible rules. This can be done in a way very similar to the 
rnultimodal system given in the previous section. The only adjustment needed is to 
replace (P4), which admits forward binding, by the two postulates given in figure 5. 
The derivation of G' given 
in figure 3 does not make (A• B) •2 C <---> 

reference to (P4), so it re- (A• B) •2 C <---> 

(/)((A •2 C) • B 
("'-)(A• (B •2 C)) 

(P4.l) 
(P4.2) 

rnains valid in the revised 
system. As for Z, observe 
that now, due to the ab-
sence of (P4), an anaphoric re­
source can only move up the c­
commanding nodes that pre­
cede it. The extension with 
(P4.1) and (P4.2) furthermore 
admits to move this resource 
down to any node dominated 
by this c-commanding node 
(again accompanied by mark­
ing all traversed nodes with 
and arrow modality) . This 
amounts to saying that an 
anaphoric resource may travel 
to any node that precedes its 
base position. Thus IL be­
comes a derivable rule. The 

Figure 5: Revised Interaction postulates 

X [A][B] ⇒ C 
-------OlL 
X [Aj[(O1B)) ⇒ C 
-------PO 
X[A][t o1 O1B] ⇒ C 
------ Pl/2/3/4.1/4.2 

-- id ------Pl/2/3/4.1/4.2 
A ⇒ A X' [A o2 0 1Bl[t] ⇒ C 

X'[A o 2 A\ (A • 2 0 1 B) ] [t] ⇒ C \ 2L, • 2L 
--------- Pl/2/3/4.1/4.2 

--------- Pl/2/3/4.1/4.2 
X[A][t o1 A\ (A e 2 0 1 B)] ⇒ C 
-----------PO 
X[A][◊(A \ (A e2 0 1 B)) ] ⇒ C 

Figure 6: Derivation of IL 

proof is schematically given in 
figure 6. There I adopt the notational convention that X' [A)[B] is exactly like 
X[A][B ] except that every node at the shortest path leading from A to Bis marked 
by the appropriate arrow modality. 
While all relevant sequents that are derivable in L 1 remain derivable under the 
translation given above, the multimodal system is more liberal. Notably, it inter­
acts with quantification in an interesting way. The interaction postulates closely 
resemble (and are inspired by) the ones used in Moortgat 1996b to deal with quan­
tifier scope. We can in fact replace Moortgat's deconstruction of the in situ binder 
q(A,B,C) by ◊((B/i O 1 A) \1 C) in the present system. 
Moortgat 1996a proposes to assign pronouns the type q(N, N \ S , N \ S. Under the 
deconstruction of I and q assumed here, the translation of the following sequent is 

derivable: 

N IN ⇒ q(N,N \ S,N \ S) 

So the present treatment of pronouns is not just a generalization of Jacobson's, 
but also of Moortgat's proposal. Likewise, the types ((N \ S)/N) \ (N \ S) and 
( ( ( N \ S) / S) \ ( N \ S)) / ( N \ S), which are assigned to reflexives and pronouns 
respectively in Szabolcsi 1989, are derivable from the translation of N IN . 
The multimodal reformulation of L 1 presented in this section avoids all three short­
comings mentioned above. First, none of the logical rules or interaction postulates 
imposes any constraints on the Curry-Howard terms of the premises. So the applica­
bility of sequent rules solely depends on the types. Second, no special requirements 
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on the structural properties of • , the default mode of combination, are made. No 
special reference to associativity or other structural rules are made. 
Finally, the multimodal system, as well as the one presented in the previous section, 
is easily supplied with a sound and complete model theory. An obvious candidate 
is interpretation of binary operators in ternary frames in the sense of Dosen 1992 
that was extended to unary modalities in Moortgat 1995 and to 0-ary modalities 
as the constant t in Moortgat 1996b. Interaction postulates are compiled into 
frame conditions using the algorithm given in Kurtonina 1995. The soundness 
and completeness proofs are entirely standard; the latter is done by constructing 
canonical models from the set of types . 

4 Conclusion 

To sum up , the multimodal treatment of anaphora proposed here offers a unifying 
perspective on previous proposals in two respects. First, the two non-local phenom­
ena of quantifier scope and anaphora are treated by means of the very same modal 
licensing and control devices. Second, it generalizes sever.al seemingly incompatible 
categorial treatments of anaphora from the literature. In particular, even though 
the binding force of anaphors is essentially due to their lexical meaning there, it 
also covers accounts like Jacobson's where binding is done in syntax. 
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0 the interpretation_ or IF Logic 
UTheo M. V. Janssen, Computer Science, University of Amsterdam 

1 Introduction 
theoretical semantics the truth of a formula is determined by ha gar.ne 

In game who tries to check the formula, and one w o tnes 
between two Aplayer~, onef such games introduced by J. Hintikka, is IF logic: 

fute it vers10n o , f bl" t· g to re • . It • described in a number o pu ica ions e. • 
in?e~::e(~~~:t;!~k~it San~: (1997), Sandu (1993). In IF log_ic the quan-
Hmti . ' h" h means that a value for y has to be chosen mdependent 
•fi r 3y/x anses w ic £ 1 h t be 

ti e , and the disjunction 1P V /x 0 where a sub ormu a as o 
of the v_alude fordx, t f x The language also has the set-variants 3y/W and 
chosen m epen en o • . 

/W 0 where W is a set of variables. . 
'I/; VS du' provided a game theoretical semantics. Hintikka claimed ~a! a co;-

an . £ th 1 ic would not be possible. However, o ges as 
positional sema_n~ics ~r e o: tion (Hodges (1997a),Hodges (1997b)) which is 
given a compos1t1onal mte;fyred:ing so Hodges clarified several aspects of the 
equivalent on sentences. , 

logic. . f S d d Hodges I consider not as completely satisfactory. 
T~e sem;nt~~s :me:~s :;~ be given for this opinion, and an alter~ative will 

~ :t:t:::d ('whi!h is not equivalent to the other pro~osed_ of seman:1cs {. ta e 
Since this paper is written to communicate the idea m a non- na s g , 

some limitations are obeyed: , d' 
1 0 1 the 'truth' of a sentence is considered, not falsehoo • 
2· N: :tion is not incorporated in the fragment of the langua~e. 
3: Inlexed relations, disjunctions or conjunctions are n~t _cons1de:dinstead of 

W will follow Hodges' version of the language, wntmg 3y / 11 d 
e alo ousl we write 3y /W . Following Hodges, the players are ca e 

3y('ifx(.f An 1 )gand ~belard (male) . This has the advantages that pronouns ~an 
3101se ema e f f . d that the names reflect the ch01ces 
be used without the danger o con us10n, an . 1 d kes the 
the players make (in the situations arising in this paper) : 'vb/ear d :iw A 
choice for V and /\ , and 3loise for 3y, 3y/x' 3y/W, V, V x an • 

for~~~a ::r::~~e!f ;~:~~ ~; u::~;:;~~:::::::;~ always x's will be used, and for 

exis;~::~:~:;~:e:h;:~ illustrate the aims ~f IF logic are given below. They 

are interpreted on the natural numbers (N) . 

1. :h:~/;J:1:Jlas chosen, 3loise does not know the value of x , ;~~ th~efore 
there it may happen that she selects an?ther value. Hence mse as no 

winning strategy, the formula is 'not tru~ • ' , 
Also with # instead of =, the formula is not true • 

2. Vx 3y/x [y :S x] 1·s w·1nning for 3loise whatever Vbelard plays, 
The strategy 'let y to be O' 
hence the formula is 'true'• 

3. Vx13yiVx2 3y2/ ~dxi < Yid/\ xt2 f< Y2lut may depend on x2 . A more familiar 
The choice of Y2 is mdepen en o xi , 

139 



representation of this example is by means of a branching quantifier: 

( ;:~ ~~~ ) [xI < YI /\x2 < Y2] 

The formula is true ( on N). This formula is not expressible in first order 
logic, therefore it illustrates the power of IF logic. 

2 The problem 

Hodges has given a compositional semantics for IF logic, called 'trump seman­
tics' . He discovered an example 1 which, to everyone's surprise, yielded 'true'. 
Below more examples with surprising results are given. Again, the interpreta­
tion is on N. 

l. Vx:lyI(:ly2/x)[x = Y2] 
This resembles the first example in section 1, a vacuous quantifier :ly/x is 
inserted. Such a quantifier says that there is an element in the domain. One 
might expect that the information that the domain is not empty, is of no use 
in finding a Y2 independent of x. Surprisingly - Hodges warns the reader -
the formula yields 'true' . The strategy :lloise follows for (:ly2/x) is to choose 
always Y2 to be equal to YI· This strategy does not mention the value for x, 
and is, therefore, allowed. The strategy for 3yI ts to choose YI equal to x. 
This dependence is allowed because :lyI has no slash. Hence x = YI . Since 
y2 = YI it follows that x = y2. So by choosing this strategy, :lloise always 
wins. The vacuous variable is used to transfer the value of x . 

This is not according to my intuition of independence. The value of Y2 is 
carefully chosen in such a way that it equals x, hence it is very dependent on 
x . If :liaise uses YI to recall the value of x, that is, in my opinion, cheating 
because she is supposed not to use that value. 

2. \lx[(:ly/x)[x # y] V (:ly/x)[x # y]] 
According to my intuition, if you cannot find a y independent of x, you also 
cannot find it if you have the choice to find it on the left or on the right. But 
in trump semantics that is not the case. For instance, if x = 3, then :lloise 
chooses left , and there she has the strategy always to choose 4. Otherwise 
:liaise chooses right , and there she always chooses 3. In both cases the chosen 
disjunct is true. So this is a winning strategy, hence the formula is true. 

This example shows a remarkable property of trump semantics: ¢ V ¢ is 
not in all contexts equivalent with ¢. 

There are surprising variants of this formula. Finding a y independent of 
x which equals x is more difficult than finding one which does not equal x: 
replace in ¢ the # by = and the formula is no longer true. For an infinitely 
long disjunction with equalities the formula is true again. 

3. \lx[x # 2 V (:ly/x)[x = y]] 
:lloise has in trump semantics the following strategy: let y be equal to 2. 
Her strategy for the disjunction is as follows. If x is different from 2, she 
chooses left (the left side of the disjunction is then true), and otherwise she 
chooses right (which then becomes true by her choice for y) . 

Recall that in the first example of section 1, :liaise could not find a y 
independent of x such that x = y . According to my intuition that also 

1,10 

3 

means that she cannot find an x in situations where she can deduce from 
the context that x = 2, because she is supposed not to use the value of x. 
Using this value is cheating. 

Note that Vx[x = 2 V (:ly/x)[x = y]] is 'not true' in trump semantics, 
whereas Vx[x = 2 V (:ly/x)[x # y]] is 'true'; a surprising trio. 

Discussion 

The examples given above illustrate that although in trump semantics the strat­
egy for (:ly/x) and V /x indeed is not based directly on the value of x, any 
information about the value of x which can deduced from other sources may 
be used: the value of other variables (example 1), the form of other parts the 
formula ( example 3), or strategies used in other parts of the formula ( example 
2) . This indirect information can go that far, that the value of xis known, and 
than a strategy can be based upon that information (example 3). 

The examples show that the results of trump semantics do not correspond 
with intuitions about independent choices. For these reasons, it is my opinion 
that trump semantics is not a formalization of 'informational independence', but 
of 'incomplete information'. It is not impossible that Hodges would agree with 
this opinion, because the title of his paper is 'Compositional semantics for a 
language of imperfect information' , and not ' ... for a language of informational 
independence'. 

The examples given before, illustrate that a choice independent of x should 
not be tailored to special (incomplete) information on x. In the alternative 
proposed in this paper is that the value for y should be suitable for all x. 
However, this must worked out carefully. One might be tempted to formalize 
independence by means of universal quantifier: 3(y/x)¢ = 3y\lx¢. This is not 
correct . A counter-example (due to Hodges) is the IF-version of a branching 
quantifier (the last example in section 1). If we replace there :l (y/x) by :lyv'x 
we get VxI:lyI \lx2 :ly2\lxi[xI < YI I\ X2 < Y2]- This formula is not true because 
there certainly are XI 's greater than YI (note that the first quantifier became 
redundant). 

4 The subgame approach 

The basic idea of our approach is that subformulas are considered as subgames. 
Such a subgame can be played on its own. There are strategies for subgames, and 
some may be winning for :liaise. Variables which do not occur in a subformula 
are of course not relevant for the winning strategies for the subgame. If a 
subgame starts with the quantor :ly/x the value chosen for y should work in all 
comparable situations. A winning strategy for a large game consists of winning 
strategies for the subgames. Below these idea's are worked out further, in a 
later version of the paper detailed mathematical definitions will be given. 

The notion 'game' is generalized to arbitrary formulas . A game is a pair 
consisting of a formula (maybe with free variables), and a dependency set, which 
for each y indicates on which variables it depends. If the formula has free 
variables either an initial position is set up by the players (i .e. initial values for 
the free variables are chosen) , or the values are given by previous moves in a 
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larger game. Next a move is played by which a subgame is entered. 
:lloise may have a strategy which describes how she will react on moves of 

Vbelard. A strategy for 3y is a function that yields a value for y which has as 
argument the initial position of the subgame, likewise for V yielding R or L. So 
variables which do not occur in the subformula, are not among the arguments 
of the strategy function. A strategy function for 3y / x is a function of the same 
kind, which obeys certain restrictions, to be given below. 

Some of the strategies may have the property that they guarantee 3loise a 
win, whatever Vbelard plays. Formulas for which there is such a strategy are 
'true'. The winning strategies for 3y / x obey the following restrictions: 
l. The strategy function does not have x as argument. 
2. The strategy function does not have the y's as argument which depend on 

x. Otherwise the choice would depend indirectly on x . 
3. The strategy also works when x has another value, provided the values of 

y's which depend on it are adapted. Likewise for those y's. 
Analogous restrictions hold for 3x/W, V /x and V /W . 

A winning strategy for an entire game is formed by a combination of win­
ning strategies for its subgames. One might describe the situation as follows: 
associated with a (sub)game there is a shelf of strategies, and when a subgame 
is entered in a certain initial position, a plan is taken from its shelf which fits on 
that position, and it is followed until a new subgame is entered. This concept 
of a winning strategy means that not all conceivable strategies are available; 
only those which are built from strategies that would also work if the game was 
p~ayed in isolation or as subgame of another game. 

Maybe it is useful to emphasize the distinction with other interpretations of 
'independence': 
l. It is not assumed that there are players who forget a value for a variable and 

may remember it later. 
2. It is not assumed that there are teams of players in which for each new 

variable a new player is introduced who gets only partial information 
3. It is not based on equivalence classes of information sets within its game 

tree. 
One might say that in the present approach equivalence classes are intro­

duced among the information sets in all games in which the subgame arises. We 
will not follow this line, and rather follow the track of 'subgames'. 

5 Examples 

Below examples are given which illustrate the kind of analysis arising with the 
subgame approach. 

l. 3y/x [x =f. y] 
No free y's arise, hence the dependency set is empty. Let us assume that 
this game is played with initial position x = n. Is there a winning strategy 
for ::lloise? A candidate is y := n + 1, which is winning in the given start 
position. But this is not winning for other values of x: if x = n + I the 
strategy y := n + I looses. Since there is no strategy which works for all 
values of x, there is no winning strategy for 3loise in the given initial position 
(x = n) . Neither there is a winning strategy in any other initial position. A 
related argument holds for 3y/x [x = y] 

1A0 

/ [ # ] •- n Then the 
2. ~;~:m: sta;ts with V~elard choosin! :t:;~u;!;~i:~ s:y: :. As we have 

subgame 3y/x [x =I- y] is played, :i: no winning strategy for this sub~ame. 
en in the previous example, ther c th ntire game. The formula is not 

se . . trategy 1or e e 
Hence there is no wmmng s 

'true'. 
w [3y/x [x I y] V 3y/x [x =f- y]] 31 • has to choose L or R. If she 3. vX _ n Next 01se . · 
First Vbelard chooses, say x - • ub ame for which she has no wm~mg 
chooses L then she has to play a s ~ no strategy for V brings her m a 
trategy. The same if she chooses R. . o . g strategy for the entire game; 

s . ·ng position Hence she has no wmnm 
wmm • . 
the formula is not tr~e. . the difference with trump s~m_antics. 

It may be instructive to consider ·= 4 was followed . Since it i~ o~ly 
There in the left game the strategy y • • But this choice is not a wmmng 
played with x == 3, the subgame ":a~:~n~ot work for all values of x. The~e­
strategy for the subgame becaus~: a part of a winning strategy in the entire 
fore it can, in our approach, not 

game. 
'v'xi :3y1'v'X2 3y2/x1 [x1 < Y1 A :2 <t2] la First we consider its subgame 

4. This is the branching quantifier dormu d. cy information that holds here, 
] The epen en . . . ·= 

3y2/x1 [x1 < Y1 A x2 < Y2 • is a strategy that gives 3loise a wm. Y2 • 
is that Y1 depends on_x1- There ther value (say p), then the same strategy 
x2 + 2. Furthermore, if x1 ~~s ano "d d the value of Y1 is changed top+ l. 
brings 3loise a winning pos1t10n, provi : t n be used for the entire gan_ie. 
Th·s gives 3loise a winning strategy t a ca ·- x + 1 and after his ch01ce 

1 , . f she chooses Y1 • - 1 ' 
After 'v'belard s ch01ce or xi, . d . ing strategy for the subgame. 
c she follows the just descnbe wmn 1or x2 , 

5. cp = 'v'x[x 12 V 3y /x [x =}1] V (3y/x)[x = y]. For the right hand sidde o:hthe 
Consider the subgame x -,- . . t all For the left hand si e ere 

inning positions a • . . 2 So 
disJ· unction there are no w . t winning: the position x = • . 

·t· s but one is no 1 't' s m are many winning posi wn ' b . 3loise from each initia pos1 ion 
there is no strategy for V w_hich n_ngsing position in some subgame. Hence 
game x =/- 2V (3y/x)[x = y] mto a wmn 
there is no winning strategy for cp. 

6. cp = 'v'x:3y1 3y2/x [x =lY2\h first example in the section 2. That w~ t:~e 
This example resemb es e d t transfer information about x. n e 
because the value of y1 was be u~ ox cannot be based upon the value ?fa 
subgame approach a strategy for y2/ . the first example in this sect10n, 

. bl As we have seen m . for 
non occurring vana e. 3 / x [x = y2]. Hence there 1s none 
there is no winning stra~egy for ey2 . 

3y1 3y2/x [x = Y2l- So~ is not :~s ~rue in trump semantics was so sho~kmg 
The discovery that this formul . t ded He informed us that m IF 

h" as never m en • f th 
that Hintikka wrote that t is w d th t 11 y-variables were slashed or . e 
logic it was alwa)'.s silently assume e d~re:tly occur (i.e. without intervenmg 
other y-variables m whose ~cope t~/be that trump semantics does not reflect 
V quantifiers). My conclusion "'.ou 
the originally intended semantics. 



7 · :ly1 :ly2 [Y1 = Y2] 
IF logic has classical predicate logic as sublan 
game interpretation and the T k. . guage. On that fragment the ars 1an mterpretat· • Id d 
sentences. Is that still the c h ,:i • 

10n yie e the same true ase w en ::JY2 1s to read 3 / ? 
strategy Y2 := YI is not available 31 . • h as Y2 YI • Then the 
and Y2 := n. I do not kn h .th ms~ m_1g t follow the strategies YI := n 

. ow w e er Hmt1kka ·d h 
be mdependent ( although chan in the cons1 ers t ese strategies to 
other) ' or that he is willin t g_ g one evo~es the same change in the 
of IF logic. In the subgam! a;::::c~p:ltatp frleld1cate logic is a special case mse O ows the strategy y2 : = YI . 

Summary 

We argued that informational inde enden • 
taking all games into consideratio:• h_cehofha ch01~e can_ be characterized by m w ic t at ch01ce anses. 
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A Calculus for Direct Deduction with 
Dominance Constraints 

Jan J aspars, University of Amsterdam 
Alexander Koller , University of the Saarland 

j\bstract. Underspecification has become a popular approach to dealing with ambigu-
. A.n important operation in this context is direct deduction, deduction on underspecified 
~~~criptions which is justified by the meaning of the described formulae. We instantiate 
an abstract approach to direct deduction to dominance constraints, a concrete underspec-

ification formalism, and obtain a sound and complete calculus. 

1 Introduction 
over the past few years, underspecification has become a popular approach to deal­
ing with some types of ambiguities , especially in semantics. It tries to avoid or 
postpone the combinatorial explosion of readings in a sentence with multiple ambi­
guities by specifying the set of readings with a single, compact description. Semantic 
processing, such as deduction, should then take place on the descriptions instead of 

all the readings; readings are only enumerated by need. 
An essential operation that must be possible on underspecified descriptions for 

underspecification to be attractive is direct deduction: given an underspecified de­
scription, derive a description of logical consequences of the described first-order 
formulas. For example, it should be possible to make the following simple deriva­
tion without resolving the scope ambiguity in the first premise: 

Every man loves a woman. 
John is a man. 
John loves a woman. 

There has been some debate over the correct notion of underspecified entailment 
that a calculus for direct deduction should model [Rey95, vD96, Pin99}, without 
reaching a clear conclusion so far. As a way out of this, [Jas99} proposed a very 
modular calculus on generic underspecified descriptions that is based on a semantics 
which can be tailored to make several different proof rules sound and complete. 

In this paper, we adapt the calculus from [Jas99} to the language of dominance 
constraints [KNT98], a tree logic which has been used for underspecified descriptions 
[ENRX98] and whose formal properties are well understood. This combination is 
interesting from both perspectives: From the perspective of [Jas99], it's the first 
instantiation of the generic approach to a "real" underspecification formalism, and 
from the perspective of [KNT98], it provides a direct deduction calculus, and it 

illustrates the power of the tree description approach. 
After illustrating the basic idea of underspecification in Section 2, we start by 

presenting the abstract , general calculus in Section 3. This is complemented by a 
brief introduction to dominance constraints in Section 4. We present the concrete 
calculus for dominance constraints in Section 5 and conclude in Section 6. 

2 Underspecification 
A notorious problem in natural language processing is that the number of readings 
of an ambiguous sentence grows exponentially with the number of ambiguities, in­
creasing the cost of later processing steps by an exponential factor . Semantic under­
specification attempts to tackle the problem of combinatoric explosion of readings 
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Figure 1: Underspecified description of the semantics of "Every man loves a 
woman" . 

by deriving from the syntax a single, compact description of the readings and work­
ing with descriptions for as long as possible. Direct deduction, then, is an operation 
on the descriptions that models deduction on the readings. 

The new level of descriptions is usually called the meta level (ML), whereas the 
original level of (unambiguous) semantic representations is called the object level 
(OL) . We will use predicate logic as the object language and dominance constraints 
as the meta language in this paper. To avoid confusion, we rename the OL connec­
tives to 6., 'j_, etc. Note that the abstract algorithm in Section 3 is independent of 
the exact choice of meta and object language. 

An example for an underspecified representation can be found in Fig. 1. This 
graph describes the two readings of the sentence "Every man loves a woman", given 
in (1) and (2). 

(1) Vu.man(u)-+ (:3v.woman(v) /\ love(u,v)) 

' (2) :3v.woman(v) I\ (Vu.man(u)-+ love(u,v)) 

Informally, the description specifies the three "fragments" that must be put 
together to obtain a reading, plus constraints on the way they must be combined. 
The dotted lines can be thought of as "outscopes" relations; the same occurrence 
of the love subformula must be in the scope of both quantifiers. Because formulas 
have a tree-like structure in that each subformula is in the immediate scope of only 
one other formula, this means that the two quantifier fragments must take scope 
over each other. We will exploit this correspondence between formulas and trees in 
Section 4 to give the graph a formal meaning. 

3 A Minimal Calculus of Direct Deduction 

In this section, we present an abstract, general system of direct deduction. We 
first introduce a very flexible notion of underspecified entailment and then present 
a representative sample of the proof rules. For details, see [Jas99]. 

Entailment. Direct deduction is an operation on underspecified descriptions which 
is justified by the meanings of the described formulas . This means that any system 
of direct deduction must integrate two different systems: the resolution of under­
specified descriptions to the readings they describe, and an inference system for 
reasoning on the object level. • 

Semantically, this means that an entailment notion for direct deduction must 
combine the reading enumeration function r that assigns to a description the set of 
its readings and the usual OL interpretation function I, roughly as in the following 
picture: 
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ML 2+ p(OL) 
: OL .-!.-t p(models of OL) 

' I' t L------------------
As the foundation of our calculus, we define a very flexible_ notion of_ und~r­

ecified entailment which combines the OL models with partial disambiguation 
sp t· ( dfs) A pdf dis a function which maps a ML-formula ep to a subset of 
June ions P • . · c • d d - 0 iff rep = 0. he full set of readings described by ep, that 1s, dep _ rep, an ep - . . 
t •t· ly a pdf d represents a moment of interpretation at which certam readmgs IntUI 1ve , 
described by ep are excluded, namely rep - dep. . . 

An integrating interpretation J* of an ML-formula ep 1s then obtamed by com-
bining OL-models with pdfs in the following way: 

ML!.:...+ p(models of OL x pdfs) 

J*ep = {(M,d) \ME Jo. for all a E dep} 

In other words, ep is true at (M, d) whenever all the readings_ descr~bed by ep that 
are not excluded by d are true at M. Entailment is then established m the standard 

fashion: ep F ep' iff I* ep c:;; I' ep' · 1 

Direct deduction. A sound and complete calculus for this entailment notion can 
be obtained by extending a standard structural Gentzen calculus for the OL. The 
calculus consists of the following rules: 

f h d l • lculus· reflexivity, transitivity, l. All the structural rules rom t e un er ymg ca • 
and monotonicity.2 

2. The connective rules from the underlying calculus, lifted to unambiguous de­

scriptions. 

3. Two total disambiguation rules. 

As an example for a connective rule, consider the standard rule 6.R, _which 
introduces conjunctions on the right hand side ~f a seque~t. _Its counterpart m our 
calculus looks as follows (we say that ep is a umque descnpt1on of the OL formula 
A if A is the only formula described by ep). 

ep1, ep2 r ep ep1, ep2 unique descriptions of A1, A2, 
ep unique description of A16.A2. 

The total disambiguation rules look as follows: 

ep1, • · · , epn f-- ep 
ep f-- ep1, · · • , epn 

ep1, . . . , epn unique descriptions 
of the elements of rep 

(3) 

(4) 

These sequents represent minimal disambiguati~n rules of which the first say~ 
that if ( descriptions of) all the readings can be derived, then the ML formula de 
scribing this set can be derived as well._ The second se_quent says that from such a 
ML formula the disjunction of its readmgs can be denved. 

All the r~les taken together form a calculus which is sound and complete for the 

pdf-semantics of ML [Jas97, Jas99]. . . . 
1 Earlier notions of underspecified entailment, which didn't allow partial d1sa:~1guat1;n.:u:~~ 

tions led to notions of entailment that are either stronger or weaker than w a is i~:~t i~his 
1 '.bl [ D96] The definition here is similar in spirit to a proposal m (Re~95] m 

~n~~~tm:nt\elati~n synchronizes partial disambiguation of condition and concluswn. 
2 In the case of 'realistic' linguistic inference, where pragmatic preference~ ~ome ~~ 8~fe1 o:~ 

may expect the loss of structural rules such as reflexivity (Pin99] and monotomcity on e - ev • 
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Ambiguous descriptions. These rules are not very practical or efficient for di­
rect deduction with dominance constraints since each disambiguation step requires 
full resolution, i.e., full specification of all the readings, of a ML formula. The cal­
culus and semantics above can be tailored to allow stronger inference rules that can 
be used on descriptions with more than one reading. 

The stronger variants of the total disambiguation rules ( 4) are the following 
partial disambiguation rules: 

t.p1, ... , 'Pn f-- t.p and t.p f-- 'Pl, . .. , 'Pn 
n 

if LJrt.p; = rt.p 
i=l 

(5) 

Note that the applicability of this rule talks about the reading sets of the formulas 
appearing in the sequent, but this does not necessarily mean that it is needed to 
enumerate the readings to check applicability. We will illustrate an alternative in 
Section 5. 

The two rules are unsound for the class of arbitrary pdfs. Soundness and com­
pleteness can be regained by restricting the class of admissible pdfs. The first rule 
corresponds to so-called left monotonic pdfs, whereas the second corresponds to 
right monotonic pdfs. A pdf d is left monotonic if whenever ur=l rt.p; = rt.p, there is 
an i such that dt.p; ~ dt.p. A pdf d is right monotonic if under the same condition it 
holds that dt.p ~ Uf=1 dt.p;. 

Similarly, connective rules can be generalized to apply to ambiguous descriptions 
too. For example, the conjunction rule (3) may be replaced by 

'Pl, 'P2 f-- t.p (6) 

The corresponding restriction for the pdfs d is that rt.p = { At:,_B I A E rt.p1 , B E 
rt.p2} must imply dt.p ~ {ALB I A E dt.p1, B E dt.p2}. •Generalizations for the other 
c.nnective rules can be obtained in an analogous manner (Jas99] . 

4 Dominance Constraints 

Now we present dominance constraints, a concrete formalism which has recently 
been proposed as a tool for semantic underspecification (ENRX98, KNT98]. Domi­
nance constraints are a tree logic: a logic whose models are trees. It can be applied to 
natural-language semantics by considering OL formulas as trees and taking a dom­
inance constraint t.p to describe the formulas corresponding to the trees that satisfy 
t.p . Trees are ground terms over a signature I: offunction symbols f, g, !::,_, '1., man, . . . 
with fixed arities. 

The syntax of dominance constraints uses node variables X, Y, ... and is defined 
as follows: 

t.p ::= X:/(X1, ... ,Xn) I X <J*Y I t.p /\(p'. 

Dominance constraints are interpreted over trees T and variable assignments a 
into the set of nodes of T. A labeling constraint X:f (X1, ... , Xn) is satisfied by such 
a pair iff the node denoted by X is labeled with / and its children are denoted by 
X1, . .. , Xn. An ( atomic} dominance constraint X <J*Y is satisfied iff X is mapped 
to a node which (reflexively, transitively) dominates the node denoted by Y. Logical 
connectives are interpreted in the usual way. For underspecified descriptions, we 
only use the (purely conjunctive) constraint language, but here we will also use the 
full first-order language, whose validity problem is decidable (KNT98] . 

We write equality X=Y as an abbreviation for X<J*Y I\ Y<J*X, V(cp) for the 
set of variables, and ~t.p for the existential closure of a dominance constraint cp . 
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. t ~;nt ,n is a pair (T , a) that satisfies 
. l t· of a dommance cons r"" r c h" h onstructwe so u ion . . d oted by a variable X ior w ic a 

\chaS the property that ~v:ry n~d: 1-~- T :i~ ::nstructive solutions don't contain 
,; atl\' g constraint X :f ( . . . )ism cp. n Ul iv ' can enforce constructivity of the 
Jab~tl material" . In the first-ord~dr l~ng~a::~a:ethe models of the formula 
"ne f a constraint cp by cons1 ermg m 
Jllodels o 

cpc = cp I\ vz. V X=Z. 
X:f( ... ) in <P 

. 1 • So if we consider 
d "b their constructive so ut1ons. 

Dominance constraints escn e . t aint by reading the nodes as 
. 1 t t" for a dommance cons r 1 . 1 as a graph1ca no a ion . . t d the solid lines and labe s as 

fig: bles the dotted lines as dommance constrlam s ~ng as a dominance constraints 
varia_ , t . ts the diagram gets a forma meamn 
labeling cons ram , . . 
d scribing exactly the two readmgs. . t has exactly one constructive solution 
e Finally, we can express that a constram cp 

by requiring that . 
- c . t lid (that is t.pc has at least one solution); 

l. --,:Jt.p 1s no va , 
, c (\ Y=Y')isvalid,whereV(t.p) = {Y1,··· ,Yn}, 

2 3Y' . .. 3Yn VY1 . .. VYn.('P -+ 
• 1 YEV(,p) 

d Y , Y' are new variables. an 1, ... ,n 1 · 
t there is at most one constructive so ut1on. 

The second condition expresses tha "bl . ble assignment that satisfies 
h • 1 one poss1 e vana 

It literally says that t ere. is on Y_ bl . nments are surjective, so this fixes the 
'Pc . In a constructive solut10~, vana e :is:el is enforced by constructivity as well. 
domain of a satisfying tree. Fmally, eac a 

. "th Dominance Constraints 
5 Direct Deduct10n w1 

. 1 orithm from Section 3 to the concrete ~nder-
Now we instantiate the abstract _a g Th . take the language of dommance 

. f r f om Section 4. at is, we . h • 
specification orma ism r ML- "f ·s a dominance constramt, t en, rep is 
constraints as the meta language ' i t.p 1 
the set of constructive solutions of cp. . t f three different types of rules: 

The abstract calculus in Section 3 ~ons1bs_ s ot_ rules The structural rules 
t" les and d1sam igua ion • b 

structural rules, connec ive ru ' 01 don't need to say anything a out 
d f th act ML and ' so we . . bl are indepen ent o e ex k ds of rules using vahd1ty pro ems 

them here. Below' we encode the other two m 

of first-order domina~ce :~rmulas.. . f the more flexible conjunction rules ( 6)' _we 
To check the apphcab1hty cond1~10~odels of a constraint t.p have the conjunction 

must test (1) whether all constructive ther two other constraints, t.p1 and t.p2, are 
symbol 6. as their root labels and _(2! w:e "ff there is a variable RE V(t.p) such 
descriptions of the conjuncts. This is t e case 1 

that 

1. V(t.p) = V(ip1) l±J V(<p2) l±l {R}; 
c (R R ) /\ (\ R;<J*Y)). 

l= Cr:,R :JR (me f-7 (t.p1c /\<p2 /\R:6. 1, 2 . 2. v=i 1 2 r YEV(ip;),i=l,2 

. f les (3) which only work on non-ambiguous 
We get the original connective proo ru ' d only have a single construc-

descriptions, by further requiring that both <p1 an t.p2 

tive solution. . . we consider the partial disambiguation 
Of the two types of disamb1guat10n rules, f th' le we must check whether the 

d t t t applicability o 1s ru , f 
rules (5) first. In or er o es . . the same as the union of the sets o 
set of constructive solutions of a constramt <p is 

149 



constructive solutions of the constraints <p1, . .. , 'Pn . This is the case iff the following 
validity holds : 

If we stick to the less powerful total disambiguation rules ( 4), we additionally 
require that each of the constraints <p1, . . . , 'Pn has a single constructive solution. 

Validity of first-order dominance formulas is decidable, hence so are the appli­
cability conditions of the proof rules. This means that we have defined a calculus 
for direct deduction with dominance constraints which is sound and complete with 
respect to the semantics defined in Section 3. 

6 Conclusion 

We have presented a sound and complete calculus for direct deduction with dom­
inance constraints. It is an instantiation of the abstract calculus from [Jas99] and 
inherits its definition of underspecified entailment via partial disambiguations . The 
underspecification logic we have considered are tree descriptions with dominance 
constraints [ENRX98] . 

The proof rules require checking the validity of first-order formulas over dom­
inance constraints, which is known to be decidable. But the complexity of these 
tests is non-elementary; furthermore, the proof rules can't be used to generate sub­
formulas in proof search. So there is no straightforward way of building a theorem 
prover from this calculus. 

This, of course, is an essential goal of future work. The most interesting as­
pect is probably to find versions of the partial disambiguation rules (5) that allow 
proof search. As it stands, all possible splittings of pescriptions into more specific 
descriptions must be allowed to guarantee completeness. A more feasible version 
might obtain one specific partial disambiguation from a dominance constraint solver , 
building on previous work about disambiguation of dominance constraints, and still 
be complete. 
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True to Fact(s) 
Jayez EHESS Paris and Daniele Godard, CNRS and Universite de Lille 3 Jacques , , 

1 Introduction . 
here is a long-standing controversy in the philosophy of language concernmg t~e 

T e of facts Linguists have used the term to categorize a type of semantic 
natur • . . ) H 

ment introduced notably by fact1ve predicates ( know, regret, etc. . owever, no 
argu ' Th h'l h' 1 h ·nate 1 definition of the category has emerged. e p I osop 1ca approac es osc1 
~::;een a realistic conception, where facts are akin to states of affairs in the wor!d 
R 11 Austin Bennett) and a more abstract conception where facts are akm 

( usse , , A h ) I ]' . t· ·t is to informational entities (Strawson, Vendler, Devli~, s er . n mgms 1cs, 1 
1 ar whether fact labels sentential arguments which can be paraphrased by the 

unc e . . Th bl rtly fact that S or arrays of distributional and semantic properties. e pro em pa 
from a confusion between the lexical content of the word and the category 

stems d I t ' lly 
of facts. In addition, as noted by Ven~ler (196!), fact_an _ ;acts a~e seman 1ca 
d'ff rent the plural noun being eventuality denotmg. This difference 1s also observed 
i~ :rench. In this paper, we address the semantic and ontological status of the 
singular noun fait (fact) in French. 

2 Distributional properties of fait 
B using distributional data, Vendler was able to motivate an ?ntology distinguish­
i~ between different types of entities in the world. When applied to facts , the s~i_ne 

thodology is less satisfactory. Vendler shows that facts are neither eventuaht1es 
: 0: propositions, but does not offer a positive characterization. !n partic_ular, there 
is no single predicate or set of predicates which combines only with fact, m contrast 
with events, which are uniquely characterized by predicates such as take place. 

We discuss three sets of properties which are taken to be crucial in the litera­
ture. First , Jait can be the subject of causer ('cause'), as in Le fatt que Jean ait 
demissionne a cause de nombreux ennuis ('The fact that John resigned caused a 
lot of trouble' ). For Vendler, only facts can be the subject of 'cause' . . Peterso: 
(1997) argues that events also have this property and Asher (1993) considers t~a 
the causal efficacy of facts and events points to the existence of some con~ec~10n 
between the two. Actually the 'cause' test is not discriminative at the d1~tnbu; 
tional level, because there are few types of nouns which cannot be the subJect O , 

causer. Propositions can: La proposition spinoziste que Dieu est la Nature a_ cause 
un enorme scandale dans certains milieux ('Spinoza's proposition that God 1s Na~ 
ture caused a deep shock in some quarters'). Objects in general are also acceptable 
( This book caused some puzzlement). 

• h' h There is general agreement that facts lack spatio-temporal properties, w IC 

sets them apart from eventualities. This is true of fait in general, since it cannot be 
the subject of avoir lieu ('take place'), durer ('to last') and aspectual verbs o_r t~e 
complement of temporal prepositions. However, this widely accepted observat10n is 
too simplistic. Fait can be the argument of se produire (~ 'to happen'). It can also 
be the argument of adjectives like nouveau ('new'), ancien ('old') , recent ('recent') , 
inopine (~ 'sudden'), which pertain to the temporal domain. 

(1) a. II s'est produit un fait interessant ce matin. 
lit. 'there happened an interesting fact this morning' 

b. ?? Apres un fait aussi interessant 
'After such an interesting fact' 

Finally, it is usually noted that, although the non-temporal properties ~f fai~ 
show it to be akin to informational objects, it cannot be the argument of true 
and 'false'. Moreover, while fait is compatible with some adjectives appro~riat; 
for informational objects like 'theory' or 'idea' ( clair, 'clear' , evident, 'obvious , 
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irrefutable, ~ 'indisputable' , douteux, 'dubious ', avfre, 'ascertained '), it cannot be 
a part of an informational object ( Cette idee/ ??Ce fait se trouve dans l 'oeuvre de 
Spinoza, 'This idea/This fact is found in Spinoza's works'). In this respect, fait is 
quite different from informational objects in general (Godard & Jayez 1994) . 

To sum up, while fait is neither an eventuality nor an informational object, it 
is not even clear that its distributional properties point to a stable category on a 
par with recognized lexical types (event, material object) . One must account for 
this mixed behavior as well as for the combinatorial differences within each class of 
predicates. 

3 Facts as Zalta-s~yle abstract objets 
We propose that fait refers to an abstract object (a.o.) in the sense of Zalta (1997, 
1999). A.o. are sets of properties. Thus they evade spatio-temporal localization. 
There are several kinds of a.o.: fictional characters like Ulysses or Sherlock Holmes , 
Meinongian objects, numbers, propositional entities (for us, the entities which NPs 
like 'the proposition that' refer to), etc. We define the a.o. denoted by fait to be 
the set containing the property of warranting the truth of a certain proposition. 
For instance, the fact that Mary proved the theorem refers to a set containing the 
property of being such that the proposition 'Mary proved the theorem' is true. In 
addition, this a.o. is paired with the part of the world ( event or state of affairs 
(s.o.a.)) which makes the proposition true. When this truthmaker is an event, 
predicates like nouveau can retrieve the event in the information structure associated 
with fait, whence the possibility of nouveau fait ('new fact'). 

The initial motivation for a.o. is philosophical. Elaborating on Meinong's and 
Mally's approaches Zalta aims at capturing the difference between an individual 
satisfying a property in the traditional, model-theoretic, sense and a property es­
sentially characterizing an object. In the former case, the individual (an ordinary 
object) is said to exemplify the property, while the object (an abstract object) 
encodes the property in the latter case. For instan ce, John may happen to be a 

1 detective. In this case, he exemplifies the property of being a detective by accident. 
John may also be a detective in virtue of his nature (Fine 1995). He necessarily 
exemplifies the same property. Finally, John may be a fictional detective, like Sher­
lock Holmes, in which case he is a detective by stipulation and encodes ( at least) 
that property. 

(2) Let D be a domain of individuals, a E D, P a property and W a set of 
worlds. a satisfies P at some world w E W iff a is in the extension of P at 
w. Let A be a set of properties. A encodes P iff PE A. 

Ordinary objects may exemplify spatio-temporal properties. In contrast , a.o. 
encode the property of being necessarily non spatio- temporal. Nevertheless, they 
appear to be the argument of predicates which involve space and time. For instance 
Mary dreamt of Sherlock Holmes refers to a particular eventuality. If a .o. are put in 
the same domain as ordinary objects, we lose well-foundedness. To avoid that, Zalta 
introduces special objets which are the proxies of a.o. in the domain of individuals. 
Proxies themselves are not spatio-temporal (they exemplify the property of being 
necessarily so), but they can enter spatio-temporal relations. In the above sentence, 
Sherlock Holmes denotes the proxy of the a.o. Sherlock Holmes. 

Zalta's models have the form (W, 0, S, A), where Wis the set of possible worlds , 
0 the set of ordinary objects, S the set of special objects and A the set of abstract 
objects. For each relation Rn, ext(R,w) ~ {OU S}n is its extension at w. As 
indicated, A is the powerset of the set of properties. A function 1r : A >--> S returns, 
for each a.o., its proxy in S. Like a.o., entitites in Sare not spatio-temporal but can 
exemplify relations with concrete entities. For instance, the logical form of Mary 
dreaming of Sherlock Holmes at a certain time t and location e is: 
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Mary dreams of 'It' ( Sherlock Holmes) at ( t, €) 
nection between a.o. and p roxies is given in (3). 

'f~:)co~ an a.o. a encodes the property P, its proxy 7r(a) exemplifies p in every 

world. 
k th t ·cs of facts we can now make sense of the divergent G • g bac to e seman i , . 

. ~1:s found in the literature. The distributional propertie_s clearly show th~t 
intu1t10l sis of fait as denoting parts of the world is i~appropnate. However, this 
a.n an~: was based on the correct intuition that a fact is th_e truthmaker of ~ pr?~o-
a.nalys . t· (a fact is proposition-like) 1s based on the mtmt10n 
. . The symmetric op 10n . . Wh"l · 

s1t10n. . . c ati· on of the same type as a proposition. 1 e 1t 
t fact contains an m1orm . h 

tha a h d" a are truthmakers (Armstrong 1997), the idea t at a.o. 
!ear t at or mary s.o . • f h th . t • • 

is c so be truthmakers needs some explanation. Actually, a act as e m rmsic 
can al f b . t uthmaker- it encodes the property of being such that a given 
proper~Y. o ebm~ a rs· ilarly . there are abstract truthbearers, corresponding to 

opos1t10n o tams. im , d th t f 
pr . . h th ·8 idea etc An abstract truthbearer enco es e proper Y o 
Proposition, ypo esi ' ' • 1•fi 'b • h th t p or 

. h th t there is some truthmaker which exemp 1 es emg sue a 
being sue a 
-.p' for some p. . l) 

. f t · which contains the property .\x . □ (x is not spat10-tempora • 
( 4) An a.o . 1s a set o proper ies 

A · an abstract truthmaker iff it encodes the property .\x.p for some p. 

An a.o. '.s b tract truthbearer iff it encodes the property .\x.(3y.((.\z.p) [y] V n a.o. 1s an a s 
(.\z. -.p) [y])) for some p. . 

· h b · t an be both abstract and a truthmaker might seem 
An analysis w ere an o Jee c f . d"ffi lt 

· · · H the linguistic data confirm that a act is more i cu 
ountermtmt1ve. owever, . h h h "th 

c fl t in the material world than propositions, a property whic t ey s are ':'1 
to re ec ) M" • ll ropositions can be written 

dinar truthmakers (events and s.o.a. . m1ma y, p . . 
or y bl kb d) This is not true for facts, as observed m section 2. 
(in a book or on a ac oar • 
Compare (5a) and (5b): 

(5) a. Regardez la proposition que j'ai ecrite au tableau et dites-moi si elle est 

correcte. bl kb d d tell me if it 's 'Look at the proposition I wrote on the ac oar an . 

correct' , · ' "l t t" t b ??R rdez le fait que j'ai ecrit au tableau et d1tes- mo1 s 1 es per men • 
• ;Lo:t:t the fact I wrote on the blackboard and tell me if it's relevant' 

F l"k ts and s O a can be described, discussed, etc ., but not physically 
acts 1 e even • • ·, . • I • • o J 

' · h h th function of things not of mformat10na entities. n Y 
coded smce t ey ave e ' · h f k f 

b h · ll ded It has been proposed, m t e ramewor o 
the latter can e p ys1ca y co • I . t · (D J" 
. • t· th t facts are infons supported by actua s1tua 10ns ev m 

situation seman ics, a h h Jd b nable to 
1991 Ginzburg 1995). However , if facts were infons t ey s ou e ~me 
som~ form of material coding. In addition, the relations and terms which are parts 
of infons should constitute parts of facts as well. But they do,_not •. One may not, 

, , di" cates' of a fact ( ??Quel est l individu mentwnne 
refer to the 'arguments or pre . . h f 

. d rappeler'2 'Who is the person mentioned m t e act dans le fait que vous venez e • , 
you just evoked?') . . . 

L'ke a O in general facts have proxies, which allow them to be ment10ned m 
. 1d. • ·t ces ('M~ry suddenly remembered a fact she had forgotten'). But 

ep1so ic sen en I t d ·th dinary 
facts differ from other a.o. in that they are also strong y connec_ el wf1 or t 

d · (B nett 1988 Asher 1993). Certam y, acts are no 
truthmakers as stresse m en ' h' h 

• t' h k but they are paired with ordinary truthmakers w 1c support 
ordmary tru ma ers, h h b d "b d b the 

· t · Let tm be an ordinary truthmaker w ic can e escri e Y 
a prop?~! ion. t . t of the world and is the material truthmaker of P, or, in 
proposition p. m is par · · ·t lf 
Zalta's terms exemplifies the propositional property .\x.p. tm exists m 1 se ' can 

· 'b ·t· but is not defined as being the truthmaker of any 
be descnbed y proposi ions, (J) 

·t · · ontrast with a fact Consider f , the fact that p. f has a proxy 'It' propos1 ion, m c • 
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which necessarily exemplifies th rt f b . 
is hardly conceivable that in etbrope yo emg such that P, by definition (3) . It 
being an ordinary truthn:ake:'wh: froxy can warrant the truth of p without there 
Mary proved the theorem there m1c twbarrants the truth of p. If it is a fact that 
S ' us e an event of Mary's • th h o, in every world w 1r(J) exem lifi >. . . provmg et eorem. 
that tm (ordinarily) ~xemplifies fx Pe\ x~r1ff, m w, there is a truthmaker tm such 
connected with the proposition :lt • • n is respect, the proxy of a fact is strongly 
which satisfies this proposition in ":~h:xJa~J~mJ\ We ca~] the ordinary truthmaker 
the fact-simile explains the temporal s ·t· ~ztmz efofhf m w . The connection with 
2. ensi IVI Y O t e word J azt, noted in section 

This view of the relationship betw £ . 

:~o~:~nagn~ropositions bears a strong r::~:i~~~e 
0
: 0d~~:?oft~~~e~( ;;~~) ~ e;:~;hfyr 

' e proxy corresponds to the notion of • t , 
proposition' corresponds top in the fact that Oeven -tr P~ a~d the 'companion 
in at least two ways First th . p. ur ana ysis differs from Asher's 
. 1 • , e semantics of the word is not th 1 t1cu ar, we do not use the term 'abstract ob. ' e same. n par-

to eventualities and objects. We exploit ZaJi:;st as t l_abel, for a _category similar 
notion of abstract object Thi lI ana ys1s to shed light on the very 
between a fact and its co~pa _s a ows u~ ~o c_apture the fact that the relationship 
event and the proposition wh7c1ohndpro~obs1t1?n Is not the same than that between an 

escn es 1t We show why th 1· t· d' . of facts (they are truthmakers) d t • .1 e rea 1s 1c 1menswn 
we propose that the J1'nk b t oes n£o enta1 _that they are in the world. Second, 

e ween a act and 1t £ t • ·1 • 
representation of the word. s ac -simi e 1s part of the lexical 

4 Lexical representation 
We represent the lexical content f , ·t . 
(Pollard & Sag 1994 C o Jaz usmg the feature-value format of HPSG 

, opestake et al. 1997) Noun t t . 
feature structure of type nom- b . 1 d • con en IS represented as a 
type into the two subtypes ord-~;~ nb o~ er to ac~om!11_odate a.o., we divide this 
abs, nom-obj for nouns denotin -o 'J, or nouns enotmg an ordinary entity and 
same two attributes RELS and I!;;xa.o. ~~tructure_of type abs-nom-obj has the 
RELS contains the predicative informat:no f t~o~-obJ, but the values are different. 
value is an index identified with th l ; e and _an INST( ance) feature whose 
in the domain of interpretation. F;rv:b~~:b -~NDEX; the mdex points to an individual 
obj-rel, whose structure contains an attrib~t:om, the type_of the _R_ELS value is abs­
attribute INST Th I f . INTENSION m add1t10n to the usual 

• e va ue O INTENSION IS a set of t' I · 
abs-obj-rel that the · t • . proper Ies. t IS characteristic of 

m ens1on contams the property f .1 b . 
temporal. The valu f . . o necessan y emg non spatio--
we interpret the ind:/ asI~~!x :::t ~f ~!erent fro~ the standard value. In fact, 
argument of linguistic predicat!s Th . proxy, smce only the proxy can be the 
an additional attribute ID which ; ~ndexhgets the new subtype spec-index with 
of INTENSION. ' con ams t e proxy of the a.o. which is the value 

abs-nom-obj 

RELS 

INDEx@) 

abs-obj-rel 

INTENSION [ 
set of properties 

ill XU{Ax.□x 

INST 
m is not sp.-temp.} 

spec-index 

] 
PERSON 3 

ID 1r(IIJ) 

[ 

fact-rel T abs-obj-rel 
INTENSION 
INST 

WARRANTED-PROP 
FACT-SfMILE 

{ ••• ,.Xx.p} ] 
spec-index 

~tm(Ax .p[tm]) 
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The Jower structure represents the value of RELS in fait , which inherits from the 
type abs-obj-rel. The intension is a set of properties containing the property of 
being such that p. This reflects our analysis of fait as an abstract truthmaker . . 
The type fact-rel has two special attributes: WARRANTED-PROP, which points to 
the proposition that the fact makes true and FACT-SIMILE, which points to the 
companion truthmaker of the fact. We assume that, in each world, there is a 
unique truthmaker which is the ordinary truthmaker of a given proposition p. It is 
widely accepted that reference is contextually restricted so that an episodic sentence 
is intended to point to a particular truthmaker. For generic sentences, which can 
express propositions warranted by facts ( le fait que les chats chassent les souris, 
'the fact that cats hunt mice') , the value of FACT-SIMILE should be the set of those 
hunting events whose participants are cats and mice. 

It remains to account for the two distributional problems pointed out in section 
2. First, how is it that fait, being an a .o., can be the argument of some temporal 
predicates and not others? The situation is even more complex because some predi­
cates ( se produire, 'to happen' and inopine, "" 'sudden') but not others ( etre temoin 
de, ,:,; 'to witness' and nouveau, 'new') are sensitive to the difference between fait 
and le fait que. 

(6) a. Un fait interessant s'est produit ce matin. 
'An interesting fact happened this morning' 

b. ??Le fait que le train a deraille s'est produit hier soir. 
'The fact that the train was derailed happened yesterday evening' 

c. J 'ai ete temoin d'un fait interessant ce matin. 
'I(~) witnessed an interesting fact this morning' 

d. (?) J'ai ete temoin du fait que le train a deraille. 
'I (~) witnessed the fact that the train was derailed' 

In recent work in lexical semantics, it is assumed that predicates can fetch 
information associated with the main type of a noun, as in coercion (Pustejovsky 
1995) or interpolation (Godard & Jayez 1995). E.g., a fast computer can be analyzed 
as the modification by the predicate fast of the internal activity of the machine. 
Similarly, we propose that se produire and etre temoin de can access the fact-simile 
present in the RELS of fait. Not every predicate has this ability. For instance 
assister a ('to attend') cannot take fait as complement, because it requires it to 
be of type event. Etre temoin de is less constrained: (i) it selects events or s.o.a. 
as semantic arguments; (ii) it can combine with fait because it accesses the FACT­
SIMILE attribute in fait. Note that there are certain events which are indirectly 
associated with nouns. 1 

Unlike etre temoin de, se produire accepts un fait but not ce/le fait (que) . We 
propose that verbs which select an event (not an s.o.a.) , e.g. attendre ('to wait') , 
do not combine with ce/le fait (que) . In our analysis, the fact-simile of fait is an 
ordinary truthmaker, either an event or an s.o.a . The exact type of the truthmaker 
(event vs s.o.a.) is fixed by the determiner. With the indefinite, the truthmaker is 
underspecified while it must an s.o.a. with the definite. Se produire and attendre 
take events. Etre temoin de takes events or s.o.a. provided that 'they are supported 
by events that one can observe. 2 In this way, we keep the semantics compositional 
while accounting for the observed contrasts. 

1 Etre temoin de does not simply look for a metonymic associate of the noun, but requires it to 
be part of the RELS value. The word book is associated with a reading event (Pustejovsky 1995). 
However, it is not possible to 'witness' a book because the reading event is not part of the RELS 

value. 
2 So it is possible to (lit.) 'witness an atmosphere' (J'ai ete temoin de cette mauvaise ambiance, 

'I (lit.) witnessed this bad atmosphere'), but not to witness a state without any specific manifes­
tation (?? J'ai ete temoin de sa presidence, 'I (lit.) witnessed his presidence', ?? J'ai ete temoin 
du fait que 2 et 2 font 4, 'I (lit.) witnessed the fact that 2 plus 2 is 4'). 
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Turning to the second problem, we must explain why a fact cannot be true or 
false , while it can be dubious, ascertained or irrefutable. This list of predicates is 
sufficient to eliminate the hypothesis that truth predicates are redundant or con­
tradictory (Vendler 1967). If facts were strongly factual , a dubious fact would be 
as contradictory as a false fact. The factuality of facts is limited to the impossi­
bility for an agent to deny a fact that he assumes in the current information state. 
We assume that the different modal perspectives ( common ground, hypothetical 
or counterfactual information) correspond to different sets of worlds (information 
states, Veltman-style). This allows us to retain definition (3) by relativizing it to 
a particular set of worlds. As to the differences between lexical items, they are 
explained along the same lines as in the previous case. Some truth predicates re­
quire that the type of the RELS value be that of a truthbearer, which fact-rel is not. 
Others are able to retrieve the proposition warranted by the fact . 

5 Conclusion 
As the denotation of the noun fait, a fact is a tough thing. Two factors explain 
the difficulty with estimating the position of facts on the semantic map. First, 
as demonstrated above, facts are neither states of affairs nor descriptions of them. 
They are intensional objects (abstract truthmakers) which cannot be analyzed in the 
standard way of modern metaphysics. Second, predicates may select facets of the 
noun rather than its main semantic type. This makes a purely distributional analysis 
virtually impossible, or at least rather inefficient in some cases. This suggests that 
fait does not correspond to a distributional type but rather to a referential one. 
Fait does not point to a class of distributions, in contrast with event nouns for 
instance, but to a certain kind of conceptual entity associated with auxiliary entities 
('companions') themselves possessing a distributional type. 
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S rnantic Composition for Partial Proof Trees 
Aeravind K. Joshi (1), Seth Kulick (1), Natasha Ku~toni_na (2) 
(!)Institute for Research in Cognitive Science, Umversity of Pennsyl-

vania, USA 
(2)Fitchburg State College, Fitchburg, Massachusetts, USA 

Summary: We address the problem of semantic composition in a c~t­
egorial system based on a hybrid logi~. One _logi_c is used for unfoldi~g 
a categorial type, resulting in a partial denvat10n. The second logic 

mputes the semantic representation from those partial derivations. 
co · b • 
We encode the history of the derivation from the first logic Y usmg 
bound variables to represent the missing assumptions. Since the ap-

lication of the partial derivations can take place in either direction in 
ihe second logic, this allows for a semantic representation with ,\-terms 
embedded inside ,\-terms. We show that by allowing such terms to be 
moved to the outermost position, compositionality can be maintained 

in the hybrid logic. 

There has recently been work by various authors ( e.g, [2, 3, 5]) sug­
gesting that a categorial grammar derivation can. be reconcep~ualized 
by using a hybrid logic. One logic is used for unfoldmg a categonal type, 
resulting in what might be considered a partial derivation or a pro_of­
net, depending on one's preference. A second logic is used . to combme 
these items, which are now "larger" than the usual categonal types, to 
form the final derivation. It has been argued in [3] that if the use of 
structural modalities is limited to the first logic, then this has several 
advantages in terms of the enforced localization of the use of structural 
modalities to the (small) domain of these partial proofs. Furthermore, 
since structural modalities are so localized, this in effect means that 
any analogs of transformations or movement must take place within 
these partial proofs. Therefore, semantic composition for the deriva­
tion must take these pieces of semantic representation in which these 
movements are already encoded - in a sense, "offiine", by the first logic 
- and compose these larger units. This is therefore a return to some of 
the early ideas of combining transformational grammar and Montague 
grammar, such as that of [1], in which the derivatio_nal _histor~ is use_d 
to compute the semantics, but each step of the denvat10nal history is 
larger than a single type, and can include clausal tr~nsform~tions. . 

However what has Deen missing from much of this work 1s a precise 
account of how the semantic correspondence of the first logic is repre­
sented and how the second logic computes using these representations. 

' . In this paper we address several issues related to the semantic compo-
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Figure 1: Partial Proof Trees for John, likes, Mary 

sition of such a hybrid logic in the context of the system discussed by 
[2 , 3]. 

Figure 1 illustrates a a simple case, for the sentence John likes Mary. 
The verb is unfolded into a partial proof with two unfilled assumptions, 
for the two NPs. Semantically, this can of course be seen as the usual 
lambda term (1). 

(1) >.obj.(>.subj. (like' subj obj)) 

Each of the NPs is linked to the partial proof for likes by cut on the 
partial proofs, and semantically this correspoqds the use of function 
application. However, due to the unfolding of the syntactic type, both 
NP1 arguments are "equally available", and application in either direc­
tion can take place first. The main issue is therefore how to allow the 
derivation from either direction, thus allowing it to take the subject or 
object argument first. The use of two logics incorporated in a hybrid 
logic allows us to take a different approach than the standard one of 
using associativity to rebracket the types, as in Lambek categorial sys­
tems, or an explicit rule of function composition, as in Combinatory 
Categorial Grammar ([8]). 

To allow the derivation from either direction, we use associativity 
on proofs, not the individual types - i.e,, we have associativity only in 
the logic to combine the proofs, not in the logic to create the proof 
trees. Several consequences from this. First, we do not have, nor need, 
rebracketing of strings. Second, even though we have full associativ­
ity in the second logic, it does not increase complexity of derivation. 
We still have polynomial parsing, in contrast to associative categorial 
grammar in which the question is still open. This point can be gener­
alized, in that the use of a hybrid logic lessens and localizes the need 
for structural modalities, which increase the complexity problem even 
further. 

The third point, and for this paper the crucial one, concerns the 
composition of a semantic representation in such a system. We fol-
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Figure 2: Partial Proof Trees 

low the standard categorial view that the semantic representation is 
computed simultaneously with the syntactic derivation. The crucial 
difference here is that the units composed during the derivation are 
larger than single types, thus encoding partial histories of the deriva­
tion. We do not use a normal form with all the lambdas at the top. 
Instead, the lambdas are placed at the point where they are actually 
used. This allows us to easily keep track of where the assumptions are 
actually needed in relation to the verb. In a simple example like the 
previous one this difference cannot be seen, but it becomes apparent 
in a more complex example, as in the handling of the classic case of 

quantifier ambiguity in (2). 

(2) Every student likes some course 

In recent work [4] suggest in this PPT system that this can be 
handled by the use of "interpolation" in the unfolding of the every and 
some trees, so that in addition to taking an N argument, the proof has a 
"gap" in it from NP to S, thus being a structural analog of type-raising 
for a generalized quantifier , as shown in Figure 2. Intuitively, this is a 
request for a proof tree which has NP as an undischarged assumption 

and S as a conclusion. 
Each PPT is associated with a semantic representation. Assuming 

for simplicity that the determiners and nouns have combined, we thus 
have the following three semantic representations for the three partial 

proof trees: 

(3) >.p .(Vv.(student' v-+ (p v))) 
(4) >.obj.(>.subj. (like' subj obj)) 
(5) >.p.(:3u.(course' u I\ (p u))) 

To derive either scope reading, the derivation must be able to pro­
ceed from either direction. We discuss first the wider scope for every 
over some. This requires first combining (B) and (C) in Figure 2. The 
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resulting tree will still have a remaining NP assumption (for the sub­
ject) and S conclusion, and so can then be combined with Tree (A). 

The semantic derivation analog is that (5) combines with ( 4) first , 
with the result combining with (3), so that every student will take scope 
over some course. Applying (5) to (4) by lambda application gives the 
result in (6). Note that a lambda term is embedded within (6). This is 
the semantic corollary of unfolding the types. For the final step of the 
derivation, (6) is transformed into (7), with the bound variable now at 
the top. This is the semantic corollary of having associativity in the 
second logic, the logic of combining the PPTs. The final step follows 
by (3) applying to (7), resulting in the required reading (8) with wide 
scope for every student. 

(6) :lu.(course' u I\ (>.subj . (like' subj u))) 
(7) >.subj.(:lu.(course' u I\ (like' subj u))) 
(8) \fv.(student' v I\ (:lu.(course' u I\ (like' vu)))) 

The derivation for the other scope reading is done in a parallel 
manner, by first combining (A) and (B), again resulting in a tree with 
an unfilled NP assumption and conclusion S, and which therefore can 
be combined with (C). The semantic derivation works as described for 
the previous case, with the additional first step of moving the second 
bound variable (subj) in (4) to the outermost ppsition, since (3) expects 
as an argument >.-term abstracting over the subject. 

1 In both cases, we maintain the structure of the partial proofs by 
allowing the bound variables to be located within the >.-terms. Since 
there are no abstractions dependent on other abstractions, this is guar­
anteed not to cause a problem. We have implemented a prototype 
version of this approach by encoding the terms in "higher-order ab­
stract syntax" ([6, 7]) , using the logic programming language >.Prolog 
as a meta-language to encode the object-level semantic descriptions. 
Using the ability of this language to manipulate bound variables and 
lambda terms allows for a clean implementation of the abstraction of a 
bound variable to the outermost position. 

In conclusion, the use of a hybrid logic has a number of consequences 
from both the semantic and syntactic perspectives. The derivational 
history is used for semantic computation. The objects used for the 
semantic composition are larger than a single type, and therefore each 
encode a partial history of the derivation. This allows for a different 
approach to issues of the syntactic/semantic interface. 
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A proof-theoretic view of intensionality 

Reinhard Kahle 
WSI - Universitiit Tiibingen 

Abstract 

We discuss a proof-theoretic view of intensionality. Based on a notion of 
the use of a formula in a proof we show how a proof-theoretic account can avoid 
some well-known difficulties of the representation of intensional phenomena. 
The key example is binary necessity, where we read "A is necessary for B . " 
as "Every proof of B uses A." Provided that A is an axiom or an atomic 
proposition we can give a formalized version of this reading. This theory 
is compared with the standard modal logic approach to necessity and two 
examples are given. Finally we give an outlook over further applications of the 
proof-theoretic view of intensionality which turn out to be a nice example of 
interdisciplinarity between logic, philosophy, linguistics and computer science. 

1 Introduction 

Intensional phenomena arise in many different contexts. The following list gives 
some examples from the fields of philosophical logic, linguistics and computer sci­
ence: 

• Necessity 

• Counterfactuals 

• Knowledge representation 

• Beliefs / Belief revision 

• Database update 

The common feature of these frameworks is the lack of closure under logical equiv­
alence. In fact, this characterization can be used as a definition of the notion of 
intensionality. 

From this point of view, the problem with classical set theoretic semantics is 
obvious: By definition set theoretic semantics is closed under logical equivalence. 
A way out of this dilemma was shown by Kripke 's famous possible world semantics 
which has been successfully established as the standard semantics for intensionality 
[4]. Nevertheless, there are still problems. For instance, every tautology is valid in 
every possible world. If we think of beliefs, it is quite doubtful whether an agent 
really believes every tautology independently of its complexity. 

Even for necessity it follows that all tautologies are necessary for every other 
proposition. This is adequate with respect to logical necessity, but in no way with 
respect to epistemic necessity or necessity as it is used in natural languages. 

We will propose a new view of intensionality by means of proof-theoretic notions. 
With respect to necessity the rough idea can be described as follows. Consider 
necessity as a binary relation. We read 

A is necessary for B. 

as 
Every proof of B uses A. 

This reading requires two explanations: First we have to say something about the 
domain of the proofs - in contexts which are not formalized we can speak of 
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Such a reading is of particular interest for the use of necessity in natural languag 
se: bel?w. ~evertheless that we cannot have an actual access to all proofs ~f 
Hilbert s Basis Theorem, in a formal framework we are able to prove the followin 
statement g 

Every proof of Hilbert's Basis Theorem has to use the axiom of choice. 

by its contraposition (so we do not run in a circular argument) 

There is no proof of Hilbert's Basis Theorem which does not use the axiom of 
choice. 

Such non-existing proof can be given by counterexamples, for instance by construct 
a model of ZF (without the axiom of choice) in which Hilbert's Basis Theorem is 
false . 

This leads to the second question, the notion of use. It is far from obvious 
how to define this notion precisely. Even in mathematics there are different way 
to define the formal framework, for example as a Hilbert-style calculus, a Gentzen­
style sequent calculus or in natural deduction-style. For Hilbert-style calculi we can 
say ~ :ormal is used _in a proof if it occurs as on a single line. But an adequate 
defimt10n should by mvanant under the change of the calculus. Since it is quite 
unclear what happens with a formula which is used in Hilbert-style proof (in the 
sense above) after a translation in natural deduction we restricted ourselves to an 
unproblematic case here. The use of an axiom is easy to define: 

An axiom A of an axiom system Tis used in proof of B , if B is unprovable in 
T' where T' is T without A . 

As indicated above such unprovability statements can be shown by given a 
counter model. • 
,, , In fact'. our approach ~ake use of the dualism of proof theory and model theory: 
There exists a proof of A corresponds to" A is valid in all models." So existential 

quantification over proofs corresponds to universal quantification over models and 
the other wa! arou~d: While we ~ee? model theoretic arguments to prove necessity 
statements (m the ngid, non-subJective sense), non-necessity statements are proved 
by purely proof-theoretic notions. 

A is not necessary for B . 

can be eas~l~ shown ( and we claim that this is the standard way how it is usually 
done) by givmg a proof of B which does not use A. 

As a last argument for our reading of necessity let us consider a statement like 

Some version of the axiom of choice is necessary for the Theorem T . 

!n this case the implicative reading "T implies some version of the axiom of choice." 
is rather ~trange. But the proof-theoretic reading "Every (known) proof of T uses 
some version of the axiom of choice." seems to be quite natural. 

To sum up we have: 

• If A is an axiom and B a provable formula, statements of the form 

A is necessary for B. 

can be read as 
Every proof of B uses A . 
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rn,ents instead. Secondly the notion of use has to be investigated. But already 
arg:his stage it should be obvious that some problems are ruled out by the naiye 
at t · n of use: For surely not every tautology is used in a proof of a proposition and 
~w .• 

sequently not every tautology is necessary for every other proposition. 
con Instead of giving an abstract theory, here we concentrate on two examples il­
l trating our approach for the case of necessity. (A more technical approach can 
:s found in the technical report [2] .) The first example is taken from mathemat­
. e Here we have the advantage that the formal framework is clear defined. The 
JCS-second is a much more "real life" example. We will discuss necessity statements 
about forthcoming soccer matches. In the final section we give an outlook how our 
approach could be used for other intensional phenomena. 

2 A "formal" example 
Usually mathematicians accept ZFC, the well-known Zermelo-Fraenkel set theory 
with the axiom of choice, as the appropriate formal framework for mathematics. 
Nevertheless, during the so-called "Grundlagenkrise" of mathematics the axiom of 
choice was attacked by some mathematicians, first of all by Brouwer, because of 
its missing constructiveness. Even if nowadays the dispute between intuitionists 
and so-called classical mathematicians is ended (not necessarily solved) working 
mathematicians stress as a rule the use of the axiom of choice in proofs of theorems. 
Moreover, it is particularly mentioned if the axiom of choice is really necessary for 

a certain theorem. 
In mathematics we have the well defined notion of necessary condition, saying 

that A is a necessary condition for B iff B implies A. Nevertheless, we claim that 

in the statement 

The axiom of choice is necessary for Hilbert's Basis Theorem. (1) 

"is necessary" does not mean "is a necessary condition" (even ·if it is true that it 
is a necessary condition). By definition, all tautologies are necessary conditions for 
every other statement. But statements like 

"A implies A" is necessary for Hilbert's Basis Theorem. 

does not match with the use of necessity in the meta-mathematical language (and 
here we discuss meta-mathematical statements) . Based on a notion of "use" our 

reading of ( 1) is 

Every proof of Hilbert's Basis Theorem uses the axiom of choice. (2) 

This examples allows to discuss several aspects, in particular the two questions 
mentioned in the introduction: The domain of the quantifier over proofs and the 

notion of "use". 
First of all we avoid pathological cases by demanding that the consequence of 

a necessity statement should be a provable formula ( otherwise there would be no 
proof at all). We will come back to this problem in the next section. 

If we are interested in a subjective notion of necessity, either with respect to a 
community or with to respect of a certain person P we can read (2) as 

Every known proof of Hilbert's Basis Theorem uses the axiom of choice. 

or 

Every proof known by P of Hilbert's Basis Theorem uses the axiom of choice. 
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• For a subjective notion of necessity the quantifier over proofs can b t • 
by saying e res ncted 

Every known proof of B uses A. 

• The use of an axiom in all proofs can be shown by model theoretic means. 

• Negative necessity statements 

A is not necessary for B . 

by giving a counter example, a proof of B which does not use A . 

3 A "real life" example 

To investigate examples of necessity statements from natural language "d 
a league t bl f £ , we consr er a e o our soccer teams after the last but one round: 

Team Points 
A 4 
B 4 
C 3 
D 0 

In the last round A has to play D and B has to play c. 
In this context , we will analyze the following two necessity statements: 

C beats B is necessary for C to win the league. 

C beats B is necessary for C to reach the second place. 

As above we propose to read (a) and (b) as 
I 

Every proof of "C wins the league" uses "C beats B" . 

Every proof of "C reaches the second place" uses "C beats B". 

(a) 

(b) 

This reading requires first of all a formal framework so that we can sp k b 
proofs or, more appropriate in this context about arguments But th· :a a out 
1 t • h £ ' • rs rs more or 
ess s ra1g t orward. Such a framework can build from the rules of soc . A t 

gets th • t f • cer. earn 
re~ pom s o a wm, one for a draw, the table are sorted first by points than 

by goal difference, and so on_- Moreover we have to add the results of the matches 
already played as further axioms of the actual state of the situation. The eneral 
laws ~nd ~he fixed results form the background premises. The concept of bac/ round 
premises rs well-kno:wn from the modal logic approach to intensionality, whe;e the 
are used to determme the variety of possible worlds cf [3 5] M b th ly 
d·tt · h ' • , • ay e e on y 1 er:nce 1s t at we really need an axiomatic representation of the b k d 
premises for our approach. ac groun 

Now_ we f~ce the p~oblem mentioned above: Even if we have a formal framework 
of the s1tuat10n de~cnbed above, obviously, there is no proof at all that C wins 
the league. For th1~ reason :,ve have to. extend our approach to potential roo s. 
Informally a potential proof rs proof which can use the background pr · p j.d 

dd"t• 1 · l . emrses an 
a I 10n~ potentza axioms. In our example the potential axioms should be obvious· 
The possible results of the remaining matches. The formal definition of t t· j 
proofs would_ ~eed more effort, in particular we have to ensure several co!~ e~ t 
Th: most tnvral constraint is that we cannot use two different potential ~:r:~ 
which excludes themselves like "A beats D" and "A d D" N • t: 1 . ' raws . evertheless the 
m orma notion should be clear. So we refine our definition of necessity statements 

A is necessary for B. 
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by 
Every potential proof of B uses A. 

Now it is easy to check that every argument for the fact that C will win the 
Jeague (according to the rules of soccer) will use the "axiom" that C beats B . 

Analogously we can falsify statement (b) just by giving an argument how C can 
reach the second place without beating B. In fact , if they draw and A looses against 
D with an appropriate high goal difference, C will be second. 

In particular the first example shows an essential feature of the proof-theoretic 
reading compared with usual modal logic ones: Obviously the argument for the 
necessity statement does not depend on the result of the match between A and D. 
The modal logic reading yield "In every possible world in which C wins the league, 
C beats B" . But to speak about a world W means that we have to know all true 
statements W, i.e. even the result of A against D (which, of course, will differ in 
different worlds). Our approach yields immediately the irrelevance of the match A 
against D. In contrast for the rejection of (b) the match of A against Dis relevant, 
because it has to use in the proof which falsify the statement. (For a strong reading 
of "relevance" one would have to show that it has to use in all proofs which falsify 
the statement, what is indeed the case). So here we see already how our approach 
can also be used to study relevance. 

We will close this section by notice the following fact: By ignoring our intuition 
for "use" we can read "A is used in a proof of B" as "A is valid in all possible worlds 
in which B is valid" . In this case, it turns out that our reading of necessity coincides 
exactly with the usual modal logic one. For this reason, the latter one (which is 
indeed the adequate formalization of logical necessity) can be regarded as limit case 
of our approach. In general, we like to make use of the additional structure which 
is provided by a (or all) proof(s) of A in contrast to the sheer truth (conditions) of 
A. 

4 Outlook 

In the last section we already gave a hint how our approach is related to relevance. 
As for necessity, here we consider binary relevance, i.e. the question whether a A 
is relevant for B. The usual approaches to relevance are much more concentrate of 
the relevance as a property of a derivation system, not as a relation between two 
sentences, cf. [l] . 

Of course, one of the most interesting topics for intensionality are counter/actu­
als. Here we will just illustrate the road on which counterfactuals can be handled 
from a proof-theoretic point of view (even if such a theory is not worked out yet). 
Let us assume that we can describe certain situations terms of axioms, like for the 
soccer example. Moreover we restrict ourselves to the case that we study counter­
factuals which question axioms only, like a particular result of a match, say A was 
beating B . In this case we have careful ban the use of "A was beating B" from 
further arguments, but allow to use the new assumption, say "A was drawing B" . 
Such an approach requires a lot of effort, in particular we would need a rigid concept 
of independence of axioms. Nevertheless, we do not need such vague concepts like 
comparative similarity [5, p. l] . On contrast, we have hope to work an analysis of 
counterfactuals based on the notion of use. • 

In the same way, knowledge representation and belief revision seems to be topics 
where a proof-theoretic representation allows a deeper analysis. Let us think of the 
classical definition of knowledge as true and justified belief. One method of check 
the justification of a belief A is just the question "Why do you belief A?" As an 
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an~wer we expect an argument - not a truth val I . 
serious logical mistakes we would . h ue. And if the argument contai 
true. , reJect t at somebody is knowing A even if A ~s 

IS 

Let us finish with a remark about th Ji 
Of course, the notion of use is slight! e more ormal aspects of our approach 
In_ the same way natural language is f:r :~;~e with respect to natural language: 
th1~k of computer languages we will find both _n~ a formal framework. But if we 
not10n_ of use. At least for the propositional a~t formal framework and a precise 
to logic programming where the f ,P our approach can directly applied 
h k useo a,actin 1 . 

c ec ed. On step further, deductive databases a reso u~1on tree can easily be 
logic programs. So the proof-theor t· are concept10nal nothing else than 
d b e 1c account h al . 

ata ase update. Similarly we can look at th f ~ so ?otent1al application in 
On the basis of the the famous Curr -How e ~nct10nal _side of computer science. 
are closely related. But in comput y . ard isomorphism proofs and functions 
Th . . er science funct • . . 

e mtens10nal view of functions and its a . ' . io~s are . mtens1onal objects. 
elaborated by Moschovakis on th b . f pphca~10n to mtens10nality in general is 

h . e as1s o recurswn th f [6] 
approa~ is to make use of this well-established . . eory, ~ • • One aim of our 
theoretic considerations in general S th mtens10nal view also for our proof-
b d • · • • 0 e proof-the t · . roa mterd1sc1plinary cooperation of l . h"J ore IC account gives rise to a 
science. ogic, P I osophy, linguistics and computer 
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Factoring Predicate Argument and Scope Semantics: 
Underspecified Semantics with LTAG* 

Laura Kallmeyer Aravind Joshi 
University of Tiibingen University of Pennsylvania 

Abstract 

This paper proposes a compositional semantics for lexicalized tree­
adjoining grammar (LTAG) . Tree-local multicomponent derivations allow sep­
aration of the semantic contribution of a lexical item into one component 
contributing to the predicate argument structure and a second component 
contributing to scope semantics. Based on this idea a syntax-semantics in­
terface is presented where the compositional semantics depends only on the 
derivation structure. It is shown that the derivation structure (and indirectly 
the locality of derivations) allows an appropriate amount of underspecifica­
tion. This is illustrated by investigating underspecified representations for 
quantifier scope ambiguitites and related phenomena such as adjunct scope 
and island constraints. 

1 Introduction: Multicomponent LTAG 

A LTAG consists of a finite set of trees (elementary trees) associated with lexical 
items and composition operations of substitution (replacing a leaf with a new tree) 
and adjoining (replacing an internal node with a new tree). The elementary trees 
represent extended projections of lexical items and encapsulate syntactic/semantic 
arguments of the lexical anchor. They are minimal in the sense that all and only 
the syntactic/semantic arguments are encapsulated and further, all recursion is 
factored away. This factoring of recursion is what leads to the trees being extended 
projections. The elementary trees of LTAG are therefore said to possess an extended 
domain of locality. 
In our approach we use a LTAG varient called multicomponent TAG (MC-TAG) . 
A MC-TAG consists of elementary sets of trees. The locality of composition in 
LTAG is extended to MC-TAG as follows . Basically, when two multicomponent 
tree sets are combined, the components of one set combine with only one of the 
components of the other set. This formalism, called tree-local MC-TAG, is known 
to be equivalent to LTAG, thus the use of MC-TAG does not take us beyond the 
power of LTAG. We use tree-local MC-TAG with at most two components in each 
set. The key idea is that one of the components of a tree set contributes to the 
predicate argument aspects of semantics and the other component contributes to 
the scope semantics. This allows us to obtain derivation trees that provide the right 
kind of underspecification for scope semantics. 

2 Derivation trees and semantic dependencies 

LTAG derivations are represented by derivation trees that record the history of how 
the elementary trees are put together. A derived tree is the result of carrying out 
the substitutions and adjoinings . 

(1) John always loves Mary. 

'This work was done during a visit of Laura Kallmeyer at the Institute for Research in Cognitive 
Science (IRCS), University of Pennsylvania. A longer version of the paper will appear as technical 
report at IRCS. 
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The elementary trees for (1) are shown in (2) together with the derived tree 'Y and 
the derivation tree. "( is generated by adding a 2 and a 3 by substitution in a and 
adjoining f} to a1 . This is reflected by the derivation tree: An edge to an i~titial , 
tree a, a1, ••• stands for a substitution and an edge to an auxiliary tree f}, {}1, ... for 
an adjunction. 

(2) 

a1 S 

--------
f} 

NP .j. VP.,________ - --VP 

~ ------- ---- -------------v NP.j. ---.ADV VP* 
I ~ ---1. ; 

\ loves a/way's ----' 

NP 
0 2 I 

John 

NP 
a3 I 

Mary 
Derivation tree: 

Derived tree "(: 
s 

NP 
I 

John 

VP 

------------ADV VP 
I -------------.. 

always V NP 
I I 

loves Mary 

Because of the localization of the arguments of a lexical item within elementary trees 
the proper way to define compositional semantics for LTAG is with respect to the 
~erivation tree rather than the derived tree. We assume that each elementary tree 
1s related to a semantic representation. The derivation tree indicates how to com­
bine the semantic representations, where the direction of a semantic composition 
depends on the specific syntactic operation: In case of a substitution an argument is 
added to the semantic representation, and when adjoining a tree the new semantic 
representation is applied to the old one. This contrasts with traditional approaches 
where each node in the syntactic structure is associated with a semantic represen­
tation. Although this insight has been present from the beginning of the work on 
LTAG (~hieber .. & Schabes 1990) a systematic formulation was begun only recently 

1 by Joshi and V1Jay-Shanker (1999). One of their goals was to investigate the role of 
underspecification in compositional semantics; they suggested that LTAG deriva­
tion tr~es provide just the right amount of underspecification necessary for scope 
semantics. Their discussion was preliminary, however. 

(3) l1: loves(x1,x2) 

arg: x1,x2 
john(x) 

arg: -
mary(y) 

arg: -
l2 : always( s1) 

arg: s1 

(3) shows the semantic representations linked to the elementary trees in (2) . We 
use 'flat' semantic representations (as in, for example, Minimal Recursion Semantics 
MRS, Copestake et al. 1997) consisting of a conjunctively interpreted set of formu­
las (typed l~n_ibda-expressions) and a set of argument variables. The formulas may 
have propos1t10nal labels 11 , 12, .... Roughly, the application of one semantic repre­
sentation a to another a' consists of assigning values (of appropriate type) from a' 
~o som~ of the argu~en~s in a and then building the union of a and a' . In (3), a

01 

1s applied to O'o-2 ass1gnmg x to x 1 and to O'a3 assigning y to x2. a 13 is applied to 
aa, with li assigned to s1. The result is (4) : 

(4) l1 : loves(x, y), john(x), mary(y), 12 : always(li) 
arg: -

3 Scope information and underspecification 

!n order to describe underspecified representations for scope ambiguities, we adopt 
ideas from Hole Semantics (Bos 1995) and enrich the semantic representations with 
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propositional metavariables h1 , h2, ... called holes. A partial order on holes and 
propositional labels describes the scope structure of a semantic representation. A 
disambiguation function maps holes to propositional labels in such a way that the 
scope constraints are respected . 

(5) Every student loves some course. 

Consider (5) for example. We suppose scope components of quantifiers to be syn­
tactically empty, they are auxiliary trees containing one single node. (6) shows 
the elementary tree set for every, together with the derivation tree for adding this 
quantifier to loves. 

(6) { ~: 

Q4 NP 

} ---------------
°'I 

Det N.j. Derivation tree: A I f31 Q4 
every 

11 : loves(x1, x2) 12 : every(x, h2, h3) /3 :p1(x) 

(7) a"'• Ii :S h1 O'f3, s1 :S h3 a"'• /3 :S h2 
arg: x1,x2 arg: s1 arg: PI 

(7) shows the (revised) semantic representations of a1 from (2), fJ1 and a4 . The 
constraints s 1 :S h3 and 13 :S h2 in a131 and a 04 separate restriction and body 
of every. The auxiliary tree in the tree set of a quantifier contributes to scope 
semantics: it introduces slots (h2 and h3 in the case of every) for the scope of the 
quantifier, i.e. its restriction and body. The NP part of the tree set contributes 
to the predicate-argument semantics: it is inserted as a syntactic argument and it 
contributes (a part of) the restriction of the quantifier. The argument PI in O'a4 

stands for the predicate denoted by the noun in the NP that will be added by 
substitution. This separation between scope information and contribution to the 
predicate argument structure is partly inspired by Muskens (1998) and Muskens & 
Krahmer (1998). · 
To make sure that in a substitution step the corresponding argument variables are 
chosen in the semantic representation, each substitution node is linked to at least 
one argument variable. In (7) the subject NP of a1 is linked to x1 and the object 
NP to x2. The N substitution node in a 4 is linked to P1. 
The derivation tree in (6) indicates that a131 is applied to O'a 1 assigning 11 to s1, 
and a o:, is applied to o-"'• assigning x to x 1 . This leads to (8): 

11 : loves(x,x2), 12: every(x,h2,h3) , l3: P1(x) 
(8) l1 :S h1, l1 :S h3, l3 :S h2 

arg: x2,P1 

Similarly, semantic representations for some are added, where the scope component 
is also adjoined to the root of a 1. Adding then student and course gives (9): 

(9) 

12 : every(x, h2 , h3) , /4 : some(y, h4, h5) , 
11 : loves(x ,y), 13 : student(x), ls : course(y) 
l3 :S h2, Ii $ h3, ls :S h4, li :S hs, li :S h1 
arg: -

With the constraints in (9), loves(x, y) is in the scope of both quantifiers, student(x) 
in the scope of every and course(y) in the scope of some. The scope relation 
between every and some is unspecified. Thus this approach generates underspecified 
representations for scope ambiguities. 
Since LTAG parsing is polynomial it follows that the construction of the underspec­
ified representaion in the derivation tree is also computable in polynomial time. 
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4 Adjunct Scope 

(10) Pat allegedly usually drives a cadillac. 

(10) is an example of adjunct scope taken from Bo 
by Bouma et al., in (10) usually must be in th uma et al. 1998. As pointed out 
cases where both adverbs are VP d.fi he scope of allegedly. Considering only 

-mo 1 ers, t ere are three sc d 
must have scope over usually and th "fi . ope or ers: allegedly 
scope or be between the two ~dverbs o: ~uantiher a cadzllac can either have .wide 
(11) • 1 can ave narrow scope 

is a natural elementary representation for VP d"fi • -mo 1 ers as usually: 
fJ VP 
~ 

ADV VP* 
I 

(11) l1 : usually(h1) 
s :S h1 

usually arg: s 

Schabes & Shieber (1994) would ar ue tha~t-.-(-----1 
the VP-node of drives, i.e. they wou~ re£ m ~O), bo~h ad_ver~s are adjoined to 
propose to consider the scope constrai~t ;r m~lt1ple ad3unct10n m this case. They 
syntactic derivation order. However on: o~r ( 0) as a c?nsequence of the sp~cific 
~he compositional semantics depends only o~u;hun1er!ym? assumptions was that 
it should be independent from syntactic d . t · e envation tree. In particular, 
Schabes & Shieber, we assume that for tre:n:~ wn or~e~. T~erefore, contrary to 
multiple adjunctions of several such t t s contammg smgle auxiliary trees, 
Th d. a- rees a one and the same node t II 

e Iuerence between adverbs modifying th h l VP are no a owed. 
an embedded adverb is accounted for by adj~i:i:/ th au;: adverbs modifying only 
and in the second case at the node with lab m e _rst cas~ at the VP-node 
representation). The restriction that several ad:~r!~V (~'.~h a different semantic 
at the same node reflects our assum tion tha mo i_ ~rs cannot be adjoined 
should be equivalent with respect t: th . t ~perator~ ~~J?med at the same node 
I th d" eir scopmg poss1b1ht1es 
n e ~rece mg section we have seen that we need . • . . 

nodes smce the scope parts of the quantifiers in (5) mult1p~e ad3unct1on at single 
These scope components are lexicall em t . w~re ad3omed_ to the same node. 
not increase the generative power ofth p y and m this case multiple adjoining does 
ponent derivations are combined "the grammar_- However, if tree-local multicom­
the power of the formalism is bey:~d ~;;~re~~1cted use of _m~ltiple adjunctions, 
multiple adjunctions at the same node in the .c us our restr~ct10n of not allowing 
also an~ not just from the linguistic considerat;~~s~f adverbs is formally motivated 
If multiple adjunction at the VP node of d . . 
possible derivation is to adjoin us:ally to th 1;;~ isd not allowed in (10), the only 
allegedly to usually With this d . t· eh no e of drzves, and then to adjoin 
th • enva wn, t e desired restrict· • b · 

e argument of allegedly is the label of usually(h1). wn is o tamed since 

5 Island constraints 

Island constraints for quantifier scope hold ind . 
In particular relative clauses are wide! e~endent~y from specific quantifiers. 
in the sense that quantifiers inside relaiiv:c~;:te to be islands for quantifier_ scope 
the relativized NP (see Rodman 1976 R I l~~es cannot outscope the quantifier of 

' eye 3, Muskens 1995, Kallmeyer 1999). 
(12) a. Every representative of most of the companies saw this sample 

In b. Every person who represents most of the companies saw this s;mple. 
(12)a. most of the companies can have wid . 

of the embedded quantifier most o the c e sco_pe, _whereas m (12)b., wide scope 
clause in (12)b. is an island for qua!tifier s~::e~nzes is not possible. The relative 
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We claim that the difference between (12)a. and (12)b. follows from different kinds of 
derivations: In (12)a., the tree anchored by representative and of is an initial tree, 
whereas the relative clause tree with anchor represents in (12)b. is an auxiliary 
tree. This suggests that auxiliary trees constitute island whereas initial trees do 
not. In the dependency structure expressed by a derivation tree, auxiliary trees 
also mark some kind of islands in the following sense: Suppose that the edges in a 
derivation tree are directed from predicates to arguments. For substitutions we have 
downwards dependencies whereas for adjunctions we have upwards dependencies. 
Then, with an auxiliary tree the chain of downwards dependencies is interrupted and 
a new dependency tree begins. This observation suggests that islands follow not just 
from a technical difference between two tree operations but rather that quantifiers 
can rise to higher trees in the derivation structure as long as there is a downwards 
dependency relation. Based on this observation, island constraints can be read off 
the derivation structure as follows: Let the top of a semantic representation be 
defined as its topmost element with respect to subordination. (Subordination is the 
scope order given by the formulas and constraints in a semantic representation.) On 
the one hand, everything inside an auxiliary tree is "blocked" by the next higher 
tree: the top of the semantic representation O"f3 of an auxiliary (J must be below the 
top of the semantic representation of the tree to which (J is adjoined. On the other 
hand, as long as there are only arguments added by substitution below an auxiliary 
(J, everything inside these arguments can rise up to the top of ap, i.e. the tops of 
these arguments must be below the top of a f3 . 

li : saw(x, x2), l2 : every(x, h2, h3), l3 : person(x) 
(13) l1 :S h1, li :S h3, l3 :S h2, l2 :S h1, 

arg: x2 

We will illustrate this by showing a part of the analysis of (12)b. (13) is obtained 
by combinig the semantic representations for saw, every and person. Here h :S h1 
is an additional island constraint that has no effect in this case since every is added 
to the matrix clause. Next, the relative clause is adjoined to the NP-node taking x 
as an argument. After adding the semantic representations for represents and then 
for who, (14) is obtained, where h4 :S h2 is an additional island constraint. 

(14) 
li : saw(x, x2), l2 : every(x, h2, h3), l3 : person(x), l4 : represents(x, x3) 
l1 :S h1, li :S h3, Is :S h2, [4 :S h4, l2 :S h1, h4 :S h2 

Adding the quantifier most to represents gives (15). Here ls :S h4 and h4 :S h2 
ensure that most (label ls) is in the restriction (and therefore the scope) of every. 

li : saw(x, x2), l2 : every(x, h2, h3), l3 : person(x), 
l4 : represents(x, y), ls : most(y, hs, h6), l6 : P1 (y) 

(15) l1 :S h1, li :S h3, l3 :S h2, l4 :S h4, [4 :S h6, l6 :S hs 
l2 :Shi, h4 :S h2, ls :S h4, h6 :S h4 

Note that the locality of the TAG is responsible for the fact that quantifier scope 
trees inside a relative clause cannot be adjoined to the matrix clause. So the locality 
of the grammar together with the island constraints read off the derivation tree 
provide just the amount of underspecification needed for quantifier scope. 
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6 Related work 

Among recent approaches to underspecified semantics, in particular Muskens & 
Krahmer (1998) and Kallmeyer (1999) are closely related to our work. Both pro­
posals also separate scope information from predicate argument semantics. Muskens 
and Krahmer however do not adopt any locality constraint and therefore their use 
of underspecification is too general. Kallmeyer uses tree descriptions and makes 
use of the locality of TAGs. But in order to control the amount of underspecifica­
tion that comes with the use of descriptions, rather complex formal definitions are 
necessary. This problem is avoided in our approach where syntactic structures are 
represented by trees and underspecification is used only in a very limited way for 
scope relations between propositional formulas. 

7 Conclusion 

In this paper, we have presented a compositional semantics for LTAG based on the 
idea of factoring predicate argument and scope semantics. The framework proposed 
here provides just the right amount of underspecification adequate for the analysis 
of scope ambiguities . 
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. f Tree Growth and Quantifier Construal 
The Dynamics o 

Ruth Kempson & Wilfried Meyer-Viol, 
Department of Philosophy, King's College, London. 

. onstrates how quantifier-construal can be globally 
Abstract This pa~er_ dem . ntal left-right process of projecting inter-
define~ without sacnficmg an i~:::~ during the course of the left-right parsing 
pretation. Scope statements, co "fi d trictions are separated from the pro­
process and subject to lexically spec1 e ~es Amo~gst other scope restrictions, 
jection of content for quantifying expressiobnls. nominal anaphora, with indefi-

. d fi ·t • shown to resem e pro . d 
construal of m e m es is "th pect to some element determine 
nites defined as taking narrow scope w1 res 
by a free pragmatic choice. 

. 1 . ection of natural-language (NL) content 
In the search for an mcrementa ptJ- tifier scope continues to provide 

following the flow of NL discours~fi re ttive (~::ent for quantified sentences can 
a challenge, for no complete sp_ecidcaAion od_ ly relative quantifier construal is 
be given until scope is determine • ccohr mlg 'al level This leaves unresolved 

• general rule at t e c aus • h 
assumed to reqmre some . . t· First unlike quantifiers sue as 
the problem of consider~ble. lexical1· vhana ionb. J. ect t~ free choice of scope either 

t ll • d fimtes m Eng is are su h . 
most, almos a , m e . d d • the interpretation oft e strmg, 
with respect to other terms already mtro uce m 
or more restrictedly to terms that follow: . 

£ decided 3 students should evaluate a recent MIT thesis. 
( 1) Every pro1essor 

( 2) A student interviewed every professor. . . 
. ecific-nonspecific distinction m virtue of 

This freedom is not reducible t~ a s~- 1 d by indefinites possibly within a 
"intermediate-scope" interpretations i~p :e "th r as some form of "covert" 
relative structure, hence not charact~nsa t ~ :~ : (cf Farkas 1981 and others 
movement subject to familiar syntactic res nc wn • 

following) : 
submitted two reports that a student of mine had 

(3) Every professor 
cheated. 

. . . cal and cross-linguistic variation amongst t~is 
Secondly, there is considerabl~ l~xi hich is roblematic for any analysis of m­
subclass of quantifiers, a vanatio~ wd fi d ~ a general process (Abusch 1993, 
definites in which their construa~ is c~-ne ) disallow the English option of in­
Winter 1997). N.lany_ langu~ges :!me ~~;t:Wing quantified expression as in (~)­
terpreting a subJect mdefimte on . rtain imposing an anti-locality 

• h" E r sh indefimtes vary, a ce . h 
Moreover, wit m ng i , . d fi ·t y not be selected as narrow wit 

. . h th pe of the m e m e ma . · restnct10n t at e sco . . ·its clause thus precludmg an m-
h t ·fy·ng expression m , 

respect to anot er quan i i . l . d fi ·t is interpreted with narrowest 
terpretation in ( 4) in which the smgu ar m e m e 

scope: 
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every every dog 

~ 
[?Ty(e),def(+) ] ?Ty(e-> t) 

~ 
>-.P(r, P) ?Ty(cn) 

~ 
[?Ty(e),def(+) , ?SC(x)fTy(e-, t) 

~ 
>-.P(r,P) (x,Dog(x)) 

Figure 1: Development of an unreduced lambda term I. 

( 4) Every professor ensured that two students studied a certain syntactic 
puzzle. 

There are also unexpected structural variations in scope potential, with dative 
and double object constructions, despite general denotational equivalence, dif­
fering in that only the dative construction allows inverse scope of an indefinite 
on the following NP: 

(5) John showed a picture to every student 

(6) John showed a student every picture. 

Scope restrictions may also be imposed by individual items - eg English middle 
verbs preclude wide scope construal of their complement NP: 

(7) Every recipe used a pound of flour. 

In this paper, we address this challenge by defining quantifier-construal globally 
while nevertheless collecting relative scope statements as part of a left-right in­
terpretation process. The effect is that lexical constraints and free pragmatic 

1 choices can both feed the algorithmic processes determining the content of quan­
tified expressions. 

The Model. The account is set within a structure-based model of interpre­
tation in which a sentence-string is projected as a goal-driven construction of 
some unreduced lambda term of type t (Meyer-Viol 1997, Kempson et al forth­
coming), through a process of progressively enriching partial representations. 
This lambda term is represented as a decorated tree, in which each node is 
introduced with requirements that are subsequently fulfilled by annotations, 
sub-expressions of the lambda term. Figure 1 through 5 shows the series of 
trees that arise in the parsing of a simple example such as 8: 

(8) Every dog ate a biscuit. 

The words of the sentence together with general rules induce transitions be­
tween partial decorated trees, by actions that introduce and decorate nodes. The 
semantic content of the final tree structure, corresponds to the unreduced lambda 
term ((>.x>-.y[Ate(x)(y)](r, x, Dog(x)))(t, y, Biscuit(y)) prefixed by an index of 
evaluation plus scope information. Now with the final tree reflecting the inter­
pretation of the sentence, the non-terminal nodes are consecutively annotated 
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[?Ty(e),def +), ?SC(x)] 
~ >.x>-.y[Ate(x)(y)] ?Ty(e) 

>-.P(r,P) (x,Dog(x)) 

Figure 2: Development of an unreduced lambda term II . 

_ with 'reductions' - through a bottom-to-top process, to a propositi_onal_for-

1 t t . at the root node The tree construction process 1s dnven mu a as anno a 10n • . 
by a combination of computation_al, lexical, . and pragmatic rules, the general 
constraint being that the process 1s monotomc. 

t t . f quant"1fied expressions In this process, representations Represen a 10n o . • . . . 
of quantified expressions are formed usmg variable-bindi~g term-operators to 
give us terms of the form (t, y, Biscuit(y)) of type e, that 1s, the ~ame type as, 
for instance, proper names. Disregarding scope, these repres~mt~t1ons are com-

1 1 d ·b d b fixi"ng three parameters The BINDER f md1cates the mode p ete y escn e y • . . 
of quantification (i.e. existential). The VARIABLE (i.e. y) indicate~ th~ variable 
being bound by the binder . The RESTRICTOR (i.e. Biscuit(y)) md1cates the 

binding domain of the variable. 
Th three features exhaustively specify quantified NP denotations in isola-
. ese H to characterise N P's as occurring within a sentence, a fourth 

t1on. owever, . 
piece of information is required, an expression of the scope relations of that term 
within the sentence. A SCOPE statement is an atomic formula of the form x _< Y 

· · th· that the quantifier binding x has scope over the quantifier statmg, m 1s case, 
binding y. 
o these four features for quantified NP representations are fixed, the se-

ncet· • t uth-functional interpretation of a clause projection is fully deter-man 1c, 1.e., r , 
mined. . .1, • h b d • 
More formally, we associate with a sentence representat10n .,, wit oun van-

bl X X a strict partial order B = (B, <13) where B ~ {x1 , • •., Xn} 
a es 1, • • •, n S h d 

d < c B x B is an irreflexive, transitive relation on B. uc an or er-
an l3 _ • • .,, c 
ing reflects a choice of scope constraints on the terms ~ccurrmg 1~ .,, . on-
sider our basic mixed-quantification example (8); on the 1_nterpretat10n reflect­
ing the order of the words in the string, we have the pair, (B, 1/J) where 1/J = 
Ate(T,x,Dog(x))(t,y, Biscuit(y))) and <13 = {(x,y)}_ giving rise to the same 
truth-functional interpretation as Vx(Dog(x)--> 3y(Biscuit(y) /\Ate(x,y)_)) - If 
we have the reversed scope constraint, i.e., <13 = { (y, x)}), then 1/J has the mter­
pretation 3y(Biscuit(y) /\ v'x(Dog(x)--> Ate(x,y))). 

Processing of quantified expressions. The p~ocessin~ flow when dealing 
with quantifiers is then as follows . At_ its introduc~1on, ~avmg _been c~ll_e~ from 
the natural language string, a quantified expression will receive an m1t1al de-

177 



every dog ate a 

[?Ty(e),def +) , ?SC(x)) 

~ >.x>.y[Ate(x)(y)) [?Ty(e),def(-)) 
>.P(r,P) (x , Dog(x)) ~ 

>.P(E,P) ?Ty(cn) 

Figure 3: Development of an unreduced lambda term III. 

scription where the binder derives from the determiner, and the variable and 
the restrictor derive from the common noun of the quantified NP. The result is 
an annotations of a tree node of type e. Thus, parsing through Every dog ate 
a biscuit, our example (8), the phrase a biscuit will initially be represented by 
(t , y,Biscuit(y)) and the phrase every dog by (r,x,Dog(x)). These terms are 
retained until the tree has been evaluated to the top node. 
Associated with each such term, at its type e node, there is a scope requirement 
? SC(x), contributed by the nominal, and an annotation def(-/+) contributed 
by the determiner, together with whatever idiosyncratic restrictions may be im­
posed by individual items. The scope requirement is fulfilled once the nominal 
variable (bound to x) is involved in some scope statement annotating some ap­
propriate dominating node of type t . This statement indicates the scope of the 
element relative to other appropriate expressions in the resulting formula; it is, 
in effect, a quantifier storage device. The label def ("- /+) indicates whether we 
are dealing with an indefinite NP or not. If the NP under consideration is not 

n indefinite, then the scope it introduces follows the order of occurrence in the 
string: if the previous quantified NP had variable x and y is the variable bound 
by the current NP, then the statement x < y is added to the first dominating 
node requiring type t. 

In the case of indefinites, the scope is fixed as an anaphoric-like choice. The 
scoping statement associated with an indefinite quantifier Qy is completely free , 
apart from the fact that it must depend on something. (In cases of apparently 
widest scope, we presume it takes narrow scope with respect to an index of 
evaluation, represented as part of the formula.) In the actual parsing process, 
this is effected by the indefinite projecting a scope statement involving a meta 
variable to depend on. Subsequent PRAGMATIC substitution of this variable by 
some term out of those made available in the parse process then leads to a com­
plete scoping. Because of the left-to-right nature of the parse, determining the 
scope structure of the eventual representation takes place in two stages. First 
the string is parsed and the representation is annotated with scope statements. 
In the second stage, these statements are used to construct a more familiar 
quantification structure. This strategy of collecting scope statements incremen­
tally for later realisation enables lexically projected instructions to contribute 
idiosyncratic restrictions on scope construal (eg measure verbs induce a subject-
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every dog ate a biscuit 

Te(S), ?Ty(t) 

f?Ty(e) def +), ?SC(x)] SC( )] 
l· ~ >.x>.y[Ate(x)(y)] [?Ty(e) ,~ ,? y 

>.P(r,P) (x,Dog(x)) >.P(~ (y,B~it(y)) 

Figure 4: Development of an unreduced lambda term IV. 

. f their indefinite object) . 
relative interpretation o l t · however projected, appear 

. (8) the scope re a ions, . bl 
B uing parsed the strmg , . lvi·ng the bound vana es on 

av . . tatements mvo f th 
as atomic propositions , scope s been collected in the course o e 
the root node. These statements have b used to algorithmically transfo:m 
parse. The scope statements can EnowBi:cuit(y))) to more familiar shape ~i.e. 
the formula (i.e. Ate( r, x, Dog(x))(( 'y,)))) In this transformation the qua~tifi~r 
Vx(Dog(x) -> 3y(Biscuit(y) I\ Ate x, y tifier binding y . The restructuring is 
binding x indeed has scope over the ~:; S < X1 < ... < Xn chains in the set 

.d d by linear connected and maxi ·th ~ top node annotated gm e , d It will be a tree w1 u 

of scope statements. The en :esu. tat ion of </> reflects the desired scope 
by Fo(</>) such that the sema~tical~;t,;pr;or a formula </> in which the terms 
relations between the quantifiedh b .• restructuring moves are of the form: 

( .,, ) occur t e asic 
(lliXiV,i) , ... ' VnXn'l'n ' 

... , S < Xi < ... < Xn , •• • , <J> [vXnV'n/Xn] 

S < X < . .. < Xn-i, • • · , f vnXn,i,..(</>), 
.. . ' i 

. S a temporal) index, the values f vx,i,(</>) , 
where for x occurring free m </> and fi }b . (1) frx,J;(</>) = Vx(v, -> </>), (2) 
for v E {t,r,Q} , and fs(</>) are d~ n: y. '(4) Js(</>) = (S : </>). So_ the Q­
f,x,i,(</>) = :lx(v, I\</>), (3) fQx,J;(~) bl Qth~V'{~~~ from the scope sequence i~ order 
evaluation rule consumes one van~ e, this rocedure will lead to S bemg t_he 
to restructure the formula._ lter~tion of di the front of the formula. For m­
anly variable left. This variable i( then :e(x))( E, y, Biscuit(y))} resulting from 
stance, the pair { S < x < y, Ate_ r, x, g nsformed to { S < x, 3y(Biscuit(y) I\ 
a parse of the example sentence is fi{rSst:ra(D g(x) _, 3y(Biscuit(y) /\Ate(x)(y)))} 

D ( ))( ))} followed by , x o 
Ate(r,x, og x Y '( ) :l (Biscuit(y) I\ Ate(x)(y))). 
and finally S : Vx(Dog x _, y .d ~ natural basis for char-

d NP scope provi es u . 

The separation of N~ c_ontent an ke indefinites to project underspecified terms 
acterising lexical vanati_on. _We t: l . cal underspecification of content and typ­
of type e, for this combination o e~ d finite and pronominal construal to be 
ing enables the parallelism between m el t· indefinite construal involves a 

l.k aphora reso u ion, t f 
directly modelle_d -: I e an . h a metavariable for the second argu~en . o 
pragmatic substitution process: with e relation prior to any determination 
the projected scope relation fixmg t e scop 
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every dog ate a biscuit 

Te(S), Ty(t), S < x ,x < y, Fo(Ate(r, x, Dog(x))(E, y, Biscuit(y))) 

[?Ty(e) ,def(+)] 

~ 
>..P(r, P) (x, Dog(x)) 

>..x>..y[Ate(x)(y)] [?Ty(e), def(-),] 

~ 
>..P( E, P) (y , Biscuit(y)) 

Figure 5: Development of an unreduced lambda term V. 

of content. This substitution process may be subject to additional restrictions 
defined over the emergent structure, eg. the anti-locality restriction imposed 
by a certain analogous to that associated with pronouns, and, for the Chinese 
order-sensitive construal of indefinites, the projection of an object-level variable 
as the additional argument rather than a metavariable ( to be interpreted as part 
of the lexical update process, hence allowing no delay). The difference between 
double object and indirect object constructions, despite their identical seman­
tic configuration, can be straightforwardly expressed, given the characterisation 
of words as building up the required decorated tree. The sequence of actions 
induced by double NP sequences for particular verbs imposes the additional 
requirement on node development that the scope statement must not be one in 
which the term projected as the direct-object argument outscopes the projection 
of the indirect-object argument. The general significance of these results is that 
by defining interpretation in terms of transitions 'across partial tree structures 
integrating computational, lexical and pragmatic actions, we can articulate a 
fine-grained characterisation of quantifier-scope construals, sensitive to lexical, 
structural and pragmatic considerations, while retaining a fully algorithmic def­
inition of semantic content for the resulting logical terms. 
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Cumulativit_y & Distributivity 
Interaction of Polyadic Quantifiers 

Sarah D. Kennelly & Fabien R. Reniers 
UiL-OTS , Utrecht 

Abstract 

We show how to relate tri-adic quantifiers that express mixed readings of 
distributivity and cumulativity within a single 3-place predicate to the dyadic 

uantifiers that express distributivity (function composition of monadic quan­
~ifiers) and cumulativity (Scha 1981). We discuss problems with the standard 
a proaches and propose that cumulativity necessarily takes precedence over 
distributivity. Consequently, for mixed readings cumulativity is reanalyzed 
as a quantifier that relates a type (1) and a type (2) quantifier. This new 
account of cumulativity generalizes conveniently to cumulative quantifiers of 
arbitrary type. 

1 Introduction . 
This article discusses the systematic correspondences that exist betwe~n dyadic 
uantifiers that express distributivity and cumulativity and tri-adic quantifiers that 

q press mixed readings of distributivity and cumulativity. Schein (1993) has also 
~ 1 . 
• estigated these readings in terms of event-semantics, however the present ana ys1s 
mv 1 "d attempts to circumvent an event-based approach. As a working examp ewe cons1 er 
the 'mixed' reading of (1) . 

(1) 20 linguists sent 5 articles to 40 reviewers . 

In (1) distributivity and cumulativity may b: expressed simultaneous_ly, under a 
reading whereby 20 linguists each sent 5 articles to a total of 40 reviewers: On 
this reading the NP 5 articles is scope-dependent on the NP 20 linguists, while 40 
reviewers is scope-independent. Another form of dependency relation does seem 
to hold , however, in that the number of reviewers totalizes with respect to the 20 

linguists. . . . . 
It is an easy task to articulate the mtended mterpretat10n of (1) m terms of a 

tri-adic quantifier: MIX(20,Linguist,5,Article,40,Reviewer) . 'MIX' can be a~plied 
to the relevant relation (Send) if the information from the three NPs is supplied as 
parameters, as in (2). 

(2) MIX(20,Linguist,5,Article,40,Reviewer)(Send) iff 
20(Linguist)(.>.x. 5(Article)(.>.z. :ly Reviewer(y) /\ Send(x,y,z))) I\ 

40(Reviewer)(.>.y. :lx Linguist(x) /\ 5(Article) 
(>.a. :Jr Reviewer(r) /\ Send(x, r, a)) I\ 3z Article(z) /\ Send(x, y, z)) 

In this representation it is assumed that the numerals represent traditional deter­
miners (i.e. '5' abbreviates .>.P . .>.Q. [ IP n QI = 5 ]). Informally, (2) sa~s that 20 
linguists each sent 5 articles to reviewers and that 40 reviewers got articles from 
linguists who sent 5 articles to reviewers. This is termed the 'subject orie~ted' 
reading. There also exists an 'indirect-object oriented' reading whereby the articles 
vary with respect to the reviewers and it is the linguists who are scope-independen~. 

The problems posed by this type of reading are twofold. First, how can this 
interpretation (and therefore this tri-adic quantifier) be derived from current defi­
nitions of cumulativity and distributivity? Although cumulativity has already been 
defined in terms of polyadic quantifiers (Scha 1981), as has distributivity - at least 
in that distributivity always entails a scopal relation between the distributor and 
the distributee, and therefore can be represented in terms of function composition 
of monadic quantifiers - the composite of the two quantifiers poses interesting prob­
lems. Second, as the informal paraphrase of (2) suggests, the second reference to 
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linguists needs to identify the same group previously mentioned, but this is not 
made explicit in the formal representation. In this sense the formal representation 
only serves as an indication of the empirically attested interpretation. 

The structure of this article is as follows. Section 2 discusses the derivation of 
the tri-adic quantifier. Section 3 addresses the problem of how to account for the 
crucial dependency relation. Finally, Section 4 summarizes the issues . 

2 Derivation of the tri-adic quantifier 

2.1 Cumulativity and distributivity in a polyadic setting 
How can (2) be related to Scha's cumulative quantifier [n , m](A, B) and distribu­
tivity expressed in terms of the function composition of two monadic quantifiers? 

Scha's cumulative quantifier [n,m](A,B) is defined in (3): 

(3) [n, m](A, B)(R2 ) iff 
IDom(R n Ax B)I = n /\ IRng(R n A x B)I = m 

(3) is a dyadic quantifier that takes a two-place relation into a truth-value, given 
four parameters, viz . two numbers (n,m) and two noun sets (A,B) . For example, 
consider the representation of 100 Aliens contacted 50 'ETs'in (4), which amounts 
to saying that the number of ET-contacting aliens was 100 and the number of ETs 
contacted by aliens was 50. 

(4) [100,50](Alien,ET)(Contact) 

We propose to follow Keenan & Westerstahl (1997) in extending the definition of 
a generalized quantifier to apply to predicates of any arity. Using their termi­
nology we call them monadic or type (1) quantifiers. They reduce the arity of a 
predicate by one. A GQ is thus used as the base case in the definition of the corre­
spon ing monadic quantifier M, mappping a n+l-ary relation (Rn+l) into a n-ary 
relation (Rn) . 

(5) M(Rn+1) = def {(x1, .. ,,xn) IGQ(.Xy.R(x1 , .. ,,xn,Y))} 

The definition in (5) is simplified to the extent that it is always the final argument 
of the relation which is reduced. The strategy in this definition is to fix all n ar­
guments except the one to be reduced by the generalized quantifier, here y, and 
to retract them external to the scope of the generalized quantifier. Thus, a poly­
morphic monadic quantifier Mis obtained1 which makes it possible to use function 
composition in the construction of a dyadic quantifier (M1 o M2) (i.e. type (2)) . 
The function composition of two monadic quantifiers M1 and M2 results in a scope­
dependency, and therefore a distributive reading. This can be verified easily since 
function composition is an associative operation; (M1 o M2)(R) is equivalent to the 
iterative M1(M2(R)). 

2.2 Obvious integretation strategies fail 
To integrate cumulativity and distributivity an obvious strategy to pursue is to 
apply the distributee 5 articles in (1) to the Send-relation, obtaining the incorpo­
ration of the NP with the predicate, and then apply cumulation to the remaining 
arguments, as in (6). 

(6) [20, 40)(Linguist,Reviewer)( { (x, y) j5(Article)(.Xz. Send(x, y, z))}) 

1 It is polymorphic. M reduces one-place relations to zero-place relations (truth values) , two­
place relat10ns to one-place relations, etc. In other words, M is not restricted to any one type, so 
1t 1s polymorphic. However, it is not (strictly) polyadic, since monadic quantifiers reduce relations 
only one place. 
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ever this strategy predicts that the number of articles varies with the number of 
~:;uist-;eviewer pairs. Empirically the articles should distribute only with respect 

to the linguists. 
Another way to go would be to quantify-in as in (7) . 

(7) 5(Article)(.Xz. [20, 40](Linguist,Reviewer)( { (x , y)jSend(x , Y, z)})) 

Of course this not an appropriate strategy, since the quantified-in :lement takes 
scope over the cumulative frame and in fact it must be scoped over m order to be 

distributed. 

2,3 Proposal . . 
We pursue the option that the distributive-cumulati".e . mterpl~y m1:st _be taken 
together in a tri-adic quantifier where function composition obtams withm the cu-

mulative semantics. Schematically: 

(8) a . (40R• (20Lo5A))({(y,x,z) jSend(x,y, z)}) 

b. (20L • (40R o 5A))(Send) 

In (8) 20L,40R and 5A abbreviate the monadic quantifiers correspond~ng to the 2_0 
linguists, 40 reviewers and 5 articles respective~y. Apart from the func~10n co~pos_i­
tion operator ( o), we introduce a new cumulative operator ( •) that bmlds a tn-_adic 

uantifier out of a monadic and a dyadic quantifier. (Sa) represents the subJect­
~riented reading of (1) and (8b) represents the indirect-object-oriented read_i~g. 

Distributivity has already been defined in terms of the function comp~sit1on of 
monadic quantifiers. Then the first step in the definition of the •-operator is to also 
define cumulativity in terms of monadic quantifiers. It will then only be a sm~ll 
step to extend this operator in order to build a tri-adic quantifier from a monadic 
quantier and a dyadic quantifier, as needed in (8) . Following Van der Does (19~2), 
Scha's cardinality constraint in terms of numbers ( n , m) ( cf. (3)) may be generalized 

to determiners: 

(9) [D1, D2)(N1,N2)(R2) iff 
:352 S = Rn N1 x N2 /\ D1(N1)(dom(S)) /\ D2(N2)(rng(5)) 

From (9) there is a straightforward translation to the •-operator: 

(10) (M1 • M2)(R2) iff 
:352 S = Rn! (M1) x ! (M2) /\ M1(dom(S)) /\ M2(rng(S)) 

Where: ! (M) is the minimal live on set of M. 

The use of the minimal live on sets permits us to abstract away from the reference 
to noun sets as used in (3) .2 This is advantageous when considering mixed readings 
and fully cumulative quantifiers of arbitrary type. 

The second step in the definition of the •-operator is to extend (10) to allow for 
dyadic input (D), translating into our final final proposal in (11) . 

(11) (M • D)(R3 ) iff 
:353 S = R n ! (M) x ! (D) /\ M(Arg1(S)) /\ D(Arg2,3(S)) 

Where: 
Arg1(R3) =def {xj :ly :lzR(x ,y,z)}, and 
Arg2,3 (R3) = def {(y,z)j:lxR(x,y,z)} 

2We assume quantifiers to be conservative. 
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Note that the !-operator applied to dyadic quantifiers has not been defined . We will 
define! (Ao B) as! (A) x ! (B). Under a natural extension of the minimal live on 
set operation to minimal live on relations3 , this follows as a theorem4 (E. Keenan 
p.c.). 

Applying our final formulation of the •-operator in (11) to our working example 
in (1) we arrive at the following semantics. 

(12) ( 40R • (20£ o 5A))( { (y, x, z) ISend(x, y, z)}) iff 
40R( {yl:3x :3z Linguist(x) /\ Article(z) /\ Send(x, y, z)}) /\ 
20L(5A( { (x, z) l:3y Reviewer(y) /\ Send(x, y, z)} )) 

Informally (12) says that a) 40 reviewers were sent articles by linguists and b) 20 
linguists each sent 5 articles to reviewers. Clearly, the (b )-part is adequate as it 
gives the desired distributivity and, moreover, the existential closure over reviewers 
in the scope of the 5 articles is empirically attested ( e.g. a particular linguist may 
send two of his articles to one reviewer and the remaining three to another reviewer). 
However, the (a)-part is too weak in one minor but crucial feature; it says that 40 
reviewers were sent articles by linguists, which problematically may or may not be 
linguists from the original 20. This problem will be addressed in Section 3. 

Finally, the strategy used to define the •-operator can be used to system­
atically build fully cumulative quantifiers of arbitrary type. For example, the 
CUM3 quantifier below can be derived in terms of the •-operators defined in (10) 
and (11): CUM3(M1,M2,M3)(R3) is equivalent to (M1 • (M2 •M3))(R3). Crucially, 
! (M2 • M3) is equivalent to ! (M2) x ! (M3) if the !-operator applied to dyadic 
quantifiers is interpreted as the minimal live on relation. 

(13) CUM3(M1, M2, M3)(R3) iff 
:3S3 S = Rn ! (M1) x ! (M2) x ! (M3) /\ 
M 1(Arg1(S)) I\ M2(Arg2(S)) I\ M3(Arg3(S)) 

3 pependency relations 
This article has worked exclusively with the definition of cumulativity as proposed 
by Scha (1981) and elaborated by Van der Does (1992) . Under their (and our) 
definition cumulativity is symmetrical. Yet, the informal paraphrase of (2) suggests 
an asymmetry in the semantics of mixed readings ( and presumably in the semantics 
of cumulative readings): 20 linguist each sent 5 articles to reviewers and 40 reviewers 
were sent articles by some of those linguists. The problem is that the tri-adic 
quantifier (40R • (20L o 5A)) does not accommodate the dependency indicated by 
those. 

We leave a formal translation of this missing dependency within the cumula­
tive semantics for further research. At the same time we observe that the desired 
strengthening is obtained if one assumes that the linguists in (1) are fixed in refer­
ence and treated as a plurality that is already present in the discourse5 , formalized 
in (14) : 

(14) :3X X <;; Linguist/\ !XI= 20 /\ (40R•(D(X)o5A))({(y,x,z)ISend(x,y,z)}) 
Where: D(X)(Rn+1) := {(x1, . . . , xn)IVy EX R(x1, ... ,Xn,Y)} 

(14) says that there is a collection of 20 linguists in the discourse such that these 
linguists each sent 5 articles to a total of 40 reviewers . The strengthening thus 
obtained shows that the problem encountered in (12) is independent of the interplay 
of cumulativity and distributivity and inherent to the definition of cumulativity as 
developed by Scha. • 

3 D lives on R 2 iff for all S 2 : D(S) = D(S n R) , where D is a dyadic quantifier. 
4 Let M1 live on A and M2 live on B, then (M1 o M2) lives on Ax B (given finite domains). 
5 Under this account the treatment of the NP 20 linguists is not truly quantificational in that 

we use existential quantification over collections of linguists . For downward entailing NPs this 
could be problematic. 
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conclusion . 
4n this article we attempted to set out a systematic correspondence between t":'o ~ys-
I f uantification. We encountered unexpected problems when the quant1fymg­
~ern5 0 r~dicate integration strategies were applied to mixed readings . In ou: final 
in or. p we propose that function composition is nested within the cumulative se-
solution 1 · d' 

t . attributing a dependency constraint within the cumu ative rea mg. Jllan !CS, 
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1 

Osing centering theory to plan coherent texts 

Rodger Kibble and Richard Power, ITRI, University of Brighton. 

Jssues in Text Planning 

.5 paper describes an approach to text planning, one of the distinct tasks iden-
~ d in Ehud Reiter's "consensus" architecture for Natural Language Generation 
~:jter 1994, Reiter and Dale 1997) . This consists a "pipeline" of distinct tasks: 

~t Planning ~ ~ecid_ing the content of a message, and organising the compo-
nent propos1t10ns mto a text tree; 

sentence Planning - aggregating propositions into clausal units and choosing 
lexical items corresponding to concepts in the knowledge base; 

Linguistic realisation - surface details such as agreement, orthography etc. 

(See also (Cahill et al. 1999) who propose a more elaborate model which al­
lows the "pipeline" as a concrete instantiation.) We assume that the component 
propositions to be realised in a text are organised in a tree structure in which 
terminal nodes are elementary propositions and non-terminal nodes represent 
discourse relations as defined by e.g., Rhetorical Structure Theory (RST, Mann 
and Thompson 1987). This structure only partially determines the linear order 
in which the propositions will be realised - in other words, any RST structure 
specifies a range of possible text plans. We propose as an additional constraint 
that the generator should seek to maximise continuity of reference as determined 
by the rules and constraints of centering theory, and we argue that this enables 
us to select the most cohesive variants from a set of text plans. 

2 Centering in a nutshell 

Centering theory (CT) is a theory of discourse structure which models the inter­
action of cohesion and salience in the internal organisation of a text. (See Grosz 
et al 1995; cf Hardt 1998 for a more formal treatment.) The main assumptions 
of the theory are: 

1. For each utterance in a discourse there is precisely one entity which is 
the centre of attention or center. The center in an utterance Un is the most 

1 grammatically salient entity realised in Un-i which is also realised in Un. This is 
also referred to as the backward-looking center or Cb. 

2. There is a preference for consecutive utterances within a discourse segment 
to keep the same entity as the center, and for the center to be realised as Subject 
or preferred center ( Gp). We refer to these principles as cohesion and salience 

187 



respectively. (Hardt's (1998) formalization only covers the first of these.) Pairs 
of successive utterances (Un, Un+1) are classified into the transition types shown 
in Fig. 1, in order of preference. 

3. The center is the entity which is most likely to be pronominalised. 
(Note: the notion of "salience" for the purposes of centering theory is most 
commonly defined according to a hierarchy of grammatical roles: SUBJECT > 
DIRECT OBJECT > INDIRECT OBJECT > OTHERS (see e.g., Brennan et al 1987). 
For alternative approaches see e.g., (Strube and Hahn 1999), (Walker et al 1994).) 

CONTINUE: cohesion and salience both hold; same center ( or Cb(Un) unde­
fined) , realised as Subject in Un+l; 

RETAIN: cohesion only; i.e. center remains the same but is not realised as 
Subject in Un+1 ; 

SMOOTH SHIFT: salience only; center of Un+I realised as Subject but not equal 
to Cb(Un); 

ROUGH SHIFT: neither cohesion nor salience holds. 

Figure 1: Centering Transitions 

3 Centering in NLG 

CT has developed primarily in the context of natural language interpretation, 
focussing on anaphora resolution (see e.g., Brennan et al 1987). NLG researchers 
have applied CT to the tasks of Text Planning (Cheng MS) , Sentence Planning 
(Mittal et al 1998) and choice of referring expression (e.g., Dale 1992) . In this pa­
per we concentrate on Text and Sentence Planning, aiming to determine whether 
the principles underlying the constraints and rules of the theory can be "turned 
round" and used as planning operators for generating coherent text. 

It is not immediately obvious how the principles of cohesion and salience 
described above should be implemented in an NLG system following a Reiter-type 
"consensus" architecture. If we consider these principles as planning operations, 
cohesion naturally comes under Text Planning: ordering a sequence of utter­
ances to maintain the same entity as the center, possibly within a partial ordering 

. determined by discourse relations. According to (1) above, the center is defined 
by grammatical salience, which is determined by the Sentence Planner - for ex­
ample, choice of active or passive determines whether an entity is realised as 
Subject. However, in a pipelined system the Text Planner does not have access 
to the sentence plan, yet it needs to know the identity of the center in order to 
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background 

N~~ . . 
elaboration ~·. ----~reain( ehxtr) 

NU~ 

treats(elixir, cold-sores) cause 

S LUTE 

contain(elixir, aliprosan) relieve(aliprosan, vs-disorders) 

Figure 2: Rhetorical Structure 

t One wa out of this conundrum is to equate the center with 
plan"coh~~~nt t,;;h~me" of /sentence and require that this is give~ as part of the 
the to~i~ or t so that centering rules merely reflect the information structure of 
sell'.antic mp~.'bble (1999) proposes an algorithm along these lines, but_ assumes 
a discourse. i d 1 . b the text planner An alternative strat-" • " • • ndepen ent y given Y • . . 
that the -~~t~10: :s to treat the task of establishing the Cb as an optimisation 
egy b7eemwi In the process we relax the pipelining constr~int a littlhe abnd_ ass;:: 
pro • . . t. realisation can be predicted .on t e asis o 
that certam options ffor syd~tact ic hich is available at the stage of Text Planning. 
argument structure o pre ica es, w 

4 Implemented prototype 

Figure 2 shows a rhetoric~! structure (RS) that migt~:~te'; ;~t:~;;or:~~ 
text lanner The non-termmal nodes of the RS are a . . 
tion/ the te~minal nodes are labelled with proposition_s, expres~ed m a simple 

, . f r Obviously the RS allows eight possible orderings of the four 
semantic orma ism. d SATELLITE or vice-versa 
propositions depending on whether NUCLEUS prece es 
for each of ~he three rhetorical relations. For each orde~ing, there are tmany 

. . . g text-categories such as sen ences 
ways of distributmg the propositions amon h ·r might be allotted 
and paragraphs: at one (ridiculous) extreme, eac proposi_ti~n . ht be placed 

h t th th extreme all four proposi ions mig 
a separate paragrap ; aTh e o m::r of pos;ible text-plans increases further if we 
m the same sentence. e nu . . . 1 · b marked: 
take account of the different ways in which rhetorical re atk10ns ,c~n 'e 'so' and 

b d by the discourse mar ers smce ' ' 
for instance, cause can e expresse 1 . on the reader 
'consequently' (among others), or it can be left unmarked, re ymg 
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to infer the relationship. 
The ICONOCLAST system treats text planning as a constraint satisfaction 

problem (van Hentenryck 1989). The dimensions of variation among different 
text plans (order, text-category, discourse marker) are represented by variables 
ranging over finite domains, and constraints among these variables are applied so 
that incorrect solutions are ruled out (Power et al 1999). However, the number of 
correct solutions remains large (several hundred for the example in figure 2). To 
reduce them to a manageable set, the user can impose further constraints which 
eliminate solutions considered stylistically unacceptable; the user can also define 
criteria for evaluating solutions, so that even though many are still generated, 
they are ordered from best to worse. 

To keep the example simple, let us assume that the following very strict 
constraints are applied: 

• For the background relation, satellite precedes nucleus. 
• For the elaboration relation, nucleus precedes satellite. 
• The cause relation must be marked by 'since'; the other relations are 
unmarked. 
For any ordering of the propositions, centering transitions are determined by 

the choices of Gp and Cb. Simplifying again, we will assume that the Gp can 
only be varied for the predicate relieve, which can be expressed in the active or 
passive, e.g., Aliprosan {Gp} relieves viral skin disorders vs Viral skin disorders 
{Gp} are relieved by aliprosan. Three sample text plans with Gp and Cb values 
specified are shown in figures 3-5. For each plan, -an evaluation of centering 
transitions can be computed, for instance by assigning the following scores1: 

No Cb 0 
Rough Shift 1 
Smooth Shift 2 
Retain 
Continue 

3 
4 

Applying this evaluation to the three text plans we obtain the following percent­
age scores: 

Plan A: 4 + 4 + 2 = 10/12 = 83% 
Plan B: 4 + 4 + 1 = 9/12 = 75% 
Plan C: 4 + 0 + 1 = 5/ 12 = 42% 

These variants illustrate a best-case solution (Plan A), the worst case (Plan C) 
and an intermediate result (Plan B). Using pronouns for the Cb after CONTINUE, 

and demonstratives after SMOOTH SHIFT , the final texts for the three plans might 
be as in Figs 3-5. 

1 An alternative approach would be to score salience and cohesion independently, obtaining 
a partial preference ordering CONTINUE > { RETAIN I SMOOTH SHIFT } > ROUGH SHIFT 
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paragraph 

~ I ~ 
sentence 

white-cream( elixir) 
Cp = elixir, No Cb 

sentence sentence 

treats(elixir, cold-sor1/s) ~ 
Cp = elixir, Cb= elixir 

CONTINUE 

phrase 
cont(elixir, alipr) 

Cp = elixir, Cb= elixir 

CONTINUE 

phrase 
rel(alipr, vs-disorders) 
Cp = alipr, Cb= alipr 

SMOOTH SHIFT 

Figure 3: Text Plan A: Elixir is a white cream. It is used in the treatment of cold 
sores. It contains aliprosan, since this relieves viral skin disorders. 

sentence 

/--------
phrase 

cont(elixir, alipr) 
Cp = elixir, Cb= elixir 

CONTINUE 

phrase 
rel(alipr, vs-disorders) 
Cp = vs-disorders 
Cb= alipr 

ROUGHSHIFf 

Figure 4: Text Plan B: . .. It contains aliprosan, since viral skin disorders are 

relieved by aliprosan. 

phrase 
rel(alipr, vs-disorders) 

Cp = alipr, No Cb 

NOCB 

phrase 

cont(elixir, alipr) 
Cp = elixir, Cb = aliprosan 

ROUGH SHIFT 

Figure 5: Text Plan C: ... Since aliprosan relieves viral skin disorders, Elixir 

contains aliprosan. 
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5 Conclusion 

This paper has highlighted some implications of Centering Theory for planning 
coherent text. We show that by making some assumptions about which entities 
are potential Cps, we can determine Cbs, Cps, and hence transitions, in the text 
planning stage, thus allowing the text planner to select the proposition sequence 
that yields the best continuity of reference. 
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DPL with control elements 
Rick Nouwen 
Utrecht institute of Linguistics OTS 

1. Introduction Dynamic predicate logic (DPL) was introduced by Groe­
nendijk and Stokhof [1] as a logic whose scoping mechanisms were more like those 
of natural language. One way of looking at DPL is thus as a language more suitable 
for specifying a semantics for natural language than ordinary predicate logic . Still, 
the language we speak is far more flexible than DPL. 
In [5], Visser adds so-called control elements to DPL, thus constructing variants 
of DPL. In this paper we will push this construction to its limits by producing 
a dynamic predicate logic suited to give the semantics for so-called focal donkey 
conditionals. There are two interesting things about this fragment . First of all, 
it involves the processing of an alternative semantic value, for which there are no 
mechanisms in DPL available. Second, it is all about conditionals which cannot 
be accurately described by dynamic implications. In [1], dynamic implication was 
defined internally dynamic and externally static, parallel to the way conditionals 
behave in natural language. Focus1 can break with these dynamic conventions, as 
is shown in (ii), where the anaphor finds its referent in the supposedly externally 
static conditional. 

(i) If a farmer; owns a donkeyj, he; beats iti. 
*He; is mean. 

(ii) If a FARmer; owns a donkeyj, he; beats iti. 
If an ARtistk owns itj, hek treats iti well. 

In section 2., I will give a rough sketch of an alternative semantics for focus within a 
dynamic framework. Section 3. introduces the idea of tuples as our central medium 
for information processing. We will define control elements as special instances of 
these objects. Then, in 4. we present the system itself and show how .it deals with 
running examples (i) and (ii). 

2. Alternative Semantics The key idea of Mats Rooth's alternative se­
mantics [3] is that a focused constituent evokes a set of alternatives (the contrast 
set or p-set). This set creates an alternative semantic value at both local and global 
level. 

(iii) Ruby shot [OSWALD]. 

Rooth assigns a value [[OSWALD]] f to the focused object. This will be the set of 
all alternatives to Oswald. On the VP-level there will be an alternative semantic 
value as well, compositionally derived from Oswald's contrast set, which will be the 
set of entities E: 2 

(iv) [shot [OSWALD]] f = {>.x.shot(x,y)IY EE} 

Since our framework will be an algebrai:c dynamic one, Rooth's lambda-based formal 
alternative semantics is of little use to us. We will have to say some things of how we 
are going to set up an alternative semantics within a dynamic semantic framework. 
We will stipulate three things on the semantics of focus, roughly based on Rooth's 
alternative semantics. 

1 By focus I mean deliberate stress on a constituent. I use small-caps to indicate a constituent 
in focus. 

2This set will actually be restricted by the context. So if (iii) was a clarification of a misunder­
standing over the murderer of John F. Kennedy, then the proper contrast set would have probably 
only included Oswald and Kennedy. 
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1. Focus on a constituent evokes a contrastive semantic value for this con­
stituent. 

2. In DPL this value can be given by what I will call p-formulas. Let '""' 
represent a translation function from natural language to the language of 
DPL. Let [A]1 denote that constituent A is in focus . We define '"'-'C, a 
translation function from natural language to the corresponding p-formula 
recursively: 

• If A '""' A' then A "-'c A' 
• [Ali "-'C T 
• If AB "" A' xB' and A ~c A" and B "-'c B" then AB "-'c A" xB" 

3. This contrastive semantic value has dynamic force. That is, it restricts 
the subsequent discourse, which must be seen in the light of the contrast 
caused by the focused constituent. This restriction is the cause of the 
deviate externally dynamic behavior of focal conditionals. 

(1) is nothing more than a rather neutral formulation of Rooth's most basic thesis 
and (2) seems to me to be an adequate dynamic logical counterpart of Rooth 's p­
sets. The third point is best made clear by contrastive conditionals like (ii). After 
the first sentence in such a discourse is said, the contrastive semantic value states 
what is the subject of the contrast. Constructing the p-formula for the if-clause of 
(ii)'s first sentence would result in (v) : 

(v) :lx; T; :ly; donkey(y); own(x, y) 

In other words: we are talking about things owning donkeys. Take this as a con­
textual restriction, insert it in the second sentence and we have a context for the 
second conditional, as well as a proper antecedent for the pronouns in it. 
What is clear is that language is flexible enough to construct and use alternative 
semantic values. This means our variant must be able £0 produce alternative se­
mant· c values. In particular, it must be able to flexibly handle these values, even 
beyond sentence level. 

3. Controlling information Tuples of DPL-relations will play a central 
role in our semantic formalism. We will view these objects as a series of files, each 
file representing a relevant part of the semantics. For instance one of the files will 
contain the DPL-relation denoted by the p-formula, while another is reserved for 
the ordinary semantic value. Special cases of these tuples are the so-called control 
elements which will help steer the information to the right files. In the case of 
focus we will have to implement three kinds of information partitions: polarity, 
scope priority and dynamicity. Given the alternative semantics we discussed in the 
previous section, we would like the following partition of information regarding (ii): 

(vi) 

1 O 1 0 
,--'-.. ,,....,.__ ..--"--- __,._.._ 

If a [FARMER] owns a donkey, he beats it . ..__,~____,~ 
d s d ~ 

+ 

+ and - denote polarity. Information in the antecedent clause is marked negative, 
while the consequent clause is transported to positive files . A parallel marking oc­
curs with focus information. We want to mark the focused constituent as well as 
the consequent clause static (s) and allow dynamic reference (d) to the rest of the 
sentence. In order to deal with quantifier scope we mark NPs with a" 1", meaning 
that they are in need of some priority. Notice that all the partitions we want are 
binary and have a clear default value ( + , s and 0). This means that our control 
elements should work like switches. So for instance for polarity, we want an object 
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hat changes the placing-convention for information from posi~ive to negative as 
t 11 the other way around. One of our files in the tuples will therefor need to 
we astrack of which placing-convention we are currently using. In fact, we would 
keep • d d d • th Jike two polarity switchers: one like the one we describe an on_e om~ e same 
thing with previous information, since we do not always know nr.tmediately that 
information we are passing is negative. This means our tuples will ha~e to have 

files keeping track of the current polarity. We will need parallel switches and 
two c d " h le-files for focus Scope only needs a 1orwar sw1tc • 
~~porder to implem~nt the switches we will use smal~ monoids3 • Let P, S, :F be the 
monoids ({+ , -},0,+), ({0,1},EB,0), ({s,d},o,s) with: 

E!)Ol osd 
0 0 1 s s d 

1 1 0 d d s 

Notice that each of these monoids has an identity element a~d a "~witching ele­
ment". Now we know what our tuples will look like. They will consist of files for 
DPL-relations as well as of files for values of P, S _ and :F. ,. , . 
Let Q be a set of relations on assignments for which_ we ~ave defi~ed , a~ ~elat10n 

·t· ' ' as dynami·c 1·mplication 'id' as the 1dent1ty relation and .l as the compos1 10n, --> ' 
empty relation. We define the set of tuples: 

N := {+,-}xQ9 x{+, -}x{O,l}x{d,s}2 xQ 
A pleasant way of talking about such tuples was suggested by Visser in [5]. We will 
view the fifteen-place tuples as functions on the set: 

1 := {<1, _\1, _\o , +\1, +\o, .\1, .\o, d\1 , d\o , 1r,t>,6,< ,> ,f!} 
Each element in this set represents a file in the tuple. For in~t_ance, <1 _ r_epresen~s 
the file keeping track of the backwards polarity value and +\ ~s a pos1t1ve file m 

d f · ·t Most 1• mportant are 1r and f! representmg the file for the nee o scope pnon y. , . 
p-formula and the container of the ordinar~ semantic value, respect1v~l~-
We will represent the tuples with the notation: [a: ¢ , (3: 1/;, • • • ] . T~is is the tup_le 
which has ¢ as value for file a and 1/; as value for file (3 etc. Not m~nt10~mg a file m 
this notation will mean that it has it's default value, namely ~h_e 1dent1ty ele~ent. 
Thus id , the identity tuple, can be represented as [] . The defimt10ns of the switches 

t · · 1 N t that we use the same symbol for the control element and for are now nvia . o e 
the file it works on. 

<l :=[<1 :-] 

<:= [ < : d] 

t>: = [ t> : -] 
>:= [ > : d] 6:=[6:1] 

Moreover, let G be the set of relations on assignments such that: 
.l, id E G 
v E Var=> :lv E G and 

_ r 1, .. . ,rn E VarU Con & PE Predn => P(r1, • .. ,rn) E G. 
Now for any g E G we define the tuple § :4 

§ := [+\° : g, .\o : g] 

In other words, the default convention for all information is place~en_t in positive 
non-priority files and the placement of a "copy" in a static n_on-pnont~ file . The 
need for this copy follows from the desire to create an alte:~at1ve semantic :alue as 
soon as focus appears. The definition of (tuple-) compos1t1on (up next) will s~ow 
how the different control elements for polarity and focus can change the conventions 

3 A monoid is a structure (M, x, id), where x is associative on M and id E M is the identity 

element. · • h th • d" 
41n general we will drop the vector notation and confuse DPL-relat10ns wit etr correspon mg 

tuples. 
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concerning th t . . 
If . e wo copies mdependently. 

a is a tuple and¢ is in Y, then we will w •. 
define composition of tupl . nte a(¢) for the value of file ¢ in 

es q • r == P, with p defined as: a . 
P( <!) := q( <!) 0 r( <1) 

P(<) := q(< )or(<) 
p(!t) := q(!t) . r(!t) 

P(C>) := q(C>) 0 r(C>) 
P(>) := q(>) or(>) 

p(6) := q(6) EB r(6) 
P(71') := q(11') • r(1r) 

'YE { +, -} and 1,, E {O, I}=;, 
'YE {s, d} and 1,, E {0, I}=;, 

The following I'd 'd . . 

P(..,,t) := q(..,,®r(<J)\1<). r(..,,®q(t>)\1<$q(6.)) 

p(..,,\) ·= q(..,,or(<)\,.) • r(..,,oq(>)\1<$q(6.)) 

va I I entities will clarify the above d fi 't• 
6 . A _ e m ions. 

U-<J•<J-C> C> 
<l . C> = C> . <l - • =< • < => • > = id 

6 -a=[ \l · \1 + · a, s : a, 6 : 1] 
C> • a • C> = <J • a . <! = [ 10 . 10 . ] 6> -, . a,.,.a 

• • a• > = < · 6 • a• < = [ \1 . 1 
C> • a• > . b. C> - > _ + • a, d\ : a, 6 : I] 

. - <l . a•< • b . <!· < = [_\o : a; b, .\o : a, d\o: b] 
Typically, in a conditional a backward o . . . 
an~ consequent-clause, thus trans ortin !ant~ switch ~ w1_II rest inbetween if-clause 
sw~tched polarity (which will be n~ a . g all mfo~mat10n m the if-clause to files of 
switchers 6 around NPs. Parall I g t1ve) _. We will control scope by placing sco e 
focus switch ( < and > ) W, eh to polarity, we also have a backward and forw pd 
P d t f • e ave assumed that £ I ar 
. ro uc o focus . We will use th c . p- ormu a are an ultimate by-
is d b e iocus-switches to co t t h ' 

o~e y making sure that all inform . . . ns rue t Is p-formula. This 
constituent itself will be marked d L ~tion ~n the if-clause, except for the focused 
the information in the dynam1·c fil. a edr, t e p-formula can be constructed from 
c t t • £ es an transportep t . 
on ras -m ormation. All this is illustrated by (vii). o 7r, which keeps track of 

( ii) a. ~ a JF ARMER] owns a donkey, he beats it 
b. 3 • X· < • farmer(x) • > . 6 . own(x, y) . 6-

y • donkey(y). 6 - > . <J . beat(x, y) 

The result of (vii)b • 
( ") • Is a tuple corresponding to the partition in (vi) . To be precise ·5 

vu c. [_\1: 3x;farmer(x); 3y;donkey(y) ,o. ( ) • 

d\1 : 3x; 3y; donkey(y), 
s\ : farmer(x), 

, -1 . own x y 
0 ' ' +~ : beat(x, y), <! : - , 

d~ : own(y), 
s~ : beat(x, y) , < : d] 

4. E-DPL14i Th 
. e set of tuples N defined • th . 

crucial part in our logic E-DPL"" 6 W, 'II m . e prev10us section will now play a 

Lo£ N. The logic E-DPL"" consist~ of :p~~t thfmkt~f meaning as tuples of elements 
et s1 N e unc 10ns defined h . 

' ••• 'Sn E and let n 2 1, if a EN then: on sue meanmgs.7 

(s1, .. • , sn)[a) ·- (s .- 1, , • • ,Sn-t,Sn · a) 
I~ other words, the update-functio . 
s1tion of that object to the tuple o: irr;sponfdmg to a tuple is simply the compo-
We will next have t d fi . e op o the stack. 
£ 0 e ne an act10n wh· h • bl 
ormation. Without such a definition th~c co:t a e to evaluate the partitioned in-

swh . . ro! elements are meaningless Th 
en wntmg the values of fil • e 

me:~~:~;~!:::~:~:!e':arent~ese:b~=s c::t::!f ;;:eU::e~o~~ut:::!:~e~~:e[I4a]tionh they d,mote. 
7For a more . 1cs 1s constructed. w ere an mcre--

techmcal discussion of the logic as w II 
' e as some other versions, see [2]. 
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we will call it, constructs the dynamic implication out of negative and pos­
test, ~formation, keeping scope priority in mind. The p-formula of the previous 
jti'l'e I rse acts as an extra restriction on this implication. The resulting relation 
diScounsported to the !1-file. Furthermore, the 71'-file is updated with the current 
iS tra 

0 rnic files . dy»~ 

We are now free to state the details of s* in terms of the two top tuples of the stack. 

s* :==Sn-I· [ 71': Sn(d\1 ); Sn(d\0 ), 

fl: (sn-1(1r); Sn(-\1); Sn(-\0)--> Sn(+\1); Sn(+\0))] 

Tests reduce the amount of tuples in the stack but thusfar we haven't defined 
anything which is creative. A very simple action called fence will provide for this. 

We introduce two more actions. The first enables us to reset focus-values . This will 
come in handy since thus-far we were forced to place an ad hoc focus switch on the 
place of the comma that separates the if-clause from the consequent-clause. This 
switch is absent when there is no focus in the if-clause. We will view the comma as 
a focus-resetter. The definition of the corresponding action is trivial. 

Here s' is defined as: 

The last action enables us to deal with negation. We want to treat negation as a 
special case of polarity with falsum as the only object in the positive files. This 
however also causes the need for a special test, since the implication which is the 
result of a formed negation should not end up in a safe !1-file, but should be able 
to play an active part in the future. In particular: we want negations to be able to 
receive special polarity, scope and focus treatment themselves. 
We introduce the negation-test: 

Again this test pops two tuples of the stack and pushes one back. This time we 
simply place the implication formed from the top tuple in two default files and 
concatenate to the next tuple. 

These actions will prove to be enough to provide for a semantic analysis of focal 
conditionals. 
One last definition is needed to complete our new logic, which we will call E-DPLUJJ. 
Function composition for the update functions is defined trivially as: 

c;[a,B) := (c;[a))[.B) 

Since function application is associative, our system will be too. 
The two illustrative discourses (i) and (ii) will show the logic at work. Here is how 
we give their semantics in terms of E-DPL"". 
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(i) If a farmer; owns a donkeyj, he; beats itj , 
*He; is mean. 
[] 6 :lx farmer(x) 6 own(x, y) 6 :ly donkey(y)6 <J ~ beat(x, y) ? 
[] mean(x) ? 

(ii) If a FARmer; owns a donkeyj, he; beats itj, 
If an ARtistk owns itj , hek treats itj well. 
[] 6 :lx < farmer(x) > 6 own(x,y) 6 :ly donkey(y) 6 <J ~ beat(x,y)? 
[] 6 :lz < artist(z) > 6 own(z,y) <J ~ happy(y)? 

Applied to a neutral state (id) the formulas result in a tuple consisting of a single 
tuple. Application of the formula in (i) results in: 

( [ n: (:lx;farmer(x);:ly;donkey(y);own(x,y)--> beat(x,y));mean(x) ] ) 

Since there is no focus, the only non-default file is the omega-file. It consists of the 
normal DPL-translation of the incoherent discourse. As is desired the variable x is 
not in the scope of the previous sentence. 
The application of (ii) shows us the working of the 7r-files. The second implication 
in the resulting omega-file is restricted by a previously built 7!'-file. 

(:lx; farmer(x); :ly; donkey(y); own(x,y) --> beat(x,y)); 
:lx; :ly; donkey(y); own(x,y); :lz; own(z,y) ] ) 

(:lx; :ly; donkey(y); own(x,y); :lz; artist(z); own(z,y) --> happy(y)) 

5. Conclusions E-DPLU/> is able to give a dynamic semantics of focus. The 
usage of control elements enables it to deal with alternative semantic values. The 
definition of the test implements the specific external dynamic behavior of focused 
conditionals. E-DPLup is fully incremental and produce; meanings in a very straight­
fo ward way, straight from the natural language word order. 
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Semantics for Attribute-Value Theories 

Rainer Osswald 
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University of Hagen, Germany 

Summary: Attribute-value (AV) descriptions are reconstructed from 
natural language by regimentation and formalization within first-order 
predicate logic. The introduction of appropriate predicate operators 
then leads to AV expressions of the usual Kasper-Rounds type. We 
present a slight extension which permits relations between attribute val­
ues . A straightforward modification of standard AV logic turns out to 
be sound and complete with respect to first-order derivability granted 
that attributes are functional. Demonstrating this is part of our second 
concern which is to apply geometric logic and locale theory to AV theo­
ries like HPSG. Viewing AV theories as propositional geometric theories 
provides a crisp characterization of the denotation of an AV theory as 
the point space of its classifying locale. 

Attribute-Value Descriptions 

The objective of attribute-value theories is to characterize the entities of the domain 
in question by characterizing their attribute values as being of a certain type or 
bearing certain relations to each other. Typical attribute values, say, of a person 
are its mother and its birthplace. Attributes thus are (dyadic) functional relations 
like that of mother to child or of place to offspring. 

Natural language counterparts of AV descriptions are predicates of the form 
'someone whose father is a plumber', 'someone whose wife hates his mother', or 
'someone whose father is her employer'. The first predicate can be paraphrased by 
the regimented version 'x such that the father of x is a plumber', using variables 
as formalized pronouns. Writing ' { x I ... x ... } ' for 'x such that ... x ... ', it can 
be rendered into '{ x I P(iyFyx)} ', with 'F' for ' { xy I x is father of y}' and 'P' for 
'plumber'. Elimination of the definite description leads to: 

{x I :ly(Fyx A Py) I\ 't/yz(Fyx I\ Fzx-+ y = z)}. 

Presupposing 'F' as functional, that is, 

't/xyz(Fxz I\ Fyz-+ x = y) ,1 

the foregoing predicate becomes equivalent to the inverse image or Pierce product 
'{x I :ly(Fyx A Py)}' of 'P' by 'F', abbreviated by 'F:P'. 

Polyadic predication as in the second example can be handled analogously, 
which leads to '{x IH(iyFyx, iyGyx)}' and further to '{x l:lyz(Fyx A Gzx A Hyz)}', 
where 'F' and 'G' are again assumed to be functional and 'H' stands for '{xy Ix 
hates y} '. With '(F1, ... , Fn)' in place of: 

{y1 • • •YnX I F1Y1X A••• A FnYnX}, 

the predicate in question can be written as '(F, G): H', making use of the general 
definition of the Pierce product: 

{ X1 • • • Xm I :ly1 • • • Yn (Fy1 • • • YnXI • • • Xm A Gy1 • • • Yn)} · 
1 Beware! This definition of functionality follows Peano, Godel, Tarski, and Quine contrary to 

the nowadays widespread convention to call 'F' functional iff'vxyz(Fxy/\Fxz ➔ y=z). Our 
definition of the Pierce product is a consequence of this decision. 
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The third type of predicate is subsumed by the second, with 'H' replaced by the 
identity predicate 'id' , i.e. '{ xy I x = y} '. A better known notation for '(F G) : id' is 
'F=G'. ' 

Reflexivity of attributes can be expressed using identity as an attribute because 
'(F,id):id' is equivalent to '{xi Fxx}'. Finally, attribute composition is reverse 
relational composition. Notation: 'FIG' for 'GoF', i.e. for '{xy j 3z(F zy I\ Gxz)}'. 

Attribute-Value Logic 

Attribute-value logic can be regarded as a predicate-operator logic in the sense of 
Quine (e.g. 1970). The following schemata are valid without additional assumptions 
as one easily verifies:2 

(1) a. Plid = idlP = P e. id:A = A 
b. (PIQ)IR = Pl(QIR) f. P:A A 
c. P:(Q:A) - (PIQ):A g. P:V (P, P):id 
d. P:(A VB) = P:AVP:B 

Here, 'F = G' stands for 'Vx(Fx t-t Gx) ', 'F VG' for '{x I Fx V Gx}', etc., as well 
as 'V' and 'A' for '{x Ix= x }' and '{x Ix# x }' respectively. 

Using rules of inference like disjunction and transitivity and the fact that A C B 
iff B =AV B, a consequence of (ld) is that -

(2) if A~ B then P:A ~ P:B. 

To put predicate-operator logic to work once more, apply (2) to the valid schema 
'Q:V ~ V', which leads to (3c) using (lg) since, with (le) and (lg), (PIQ, PIQ):id = 
P:(Q:V). A further simple example is the derivation of (3a) from (le) and (lg). 

(3) a. V ~ (id,id) :id c. (PIQ,PIQ):id ~ (P,P):id 

I 
b. (P,Q):id ~ (Q,P):id d. (P1, . .. ,Pn):A ~ (Pi ,Pi):id 

Presupposing attribute predicates as functional implies additional valid sche­
mata, with proofs again an easy exercise. 

(4) a. (P,Q):id /\ (Q,R) :id ~ (P,R) :id 
b. (P, Q) :id /\ (PIR, P IR) :id ~ (PIR, Q IR) :id 
c. (A,Q1):id /\ ... /\ (Pn,Qn):id /\ (A , .. . ,Pn):A C (Ql ,···,Qn):A 

(5) a. P:(AI\B) = P:A I\ P:B 
b. Pl(Ql,···,Qn) = (PIQ1 , . .. ,PIQn) 
c. P :((Qi, - --,Qn):A) = (PIQ1 , . .. ,PIQn):A 

Attribute-Value Theories 

If not otherwise specified, assume a fixed attribute-value signature, that is, a set 
L of elementary attribute predicates and sets An of n-adic sort predicates. Let in 
add~tion 'V' and 'A' count as monadic sort predicates and 'id' both as elementary 
attnbute and as dyadic sort predicate. 'V', 'A', and 'id' will henceforth be denoted 
respectively by 'T', 'J..' , and 'IT' . 

Primitive attribute-value descriptions are of the form r (p1, ... , Pn): a 7, where 
the Pi 's are possibly composed attribute predicates and a is an n-adic sort predicate. 
Attribute-value descriptions are then inductively constructed from these primitives 
by conjunction, disjunction, and attribute prefixing. 

Attribute-value axioms are universally quantified conditionals, whose antece­
dents and consequents are attribute-value descriptions. An attribute-value theory 

2Schemata (_la) to (le) are part of the definition of Boolean modules and Pierce algebras, (lf) 
ensures normality; see e.g. Brink et. al., 1997. 
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. set of such axioms. Since AV axioms are of the form r <f; ~ 'ljJ 7 , with ¢i and 
15 ~V descriptions, they can be regarded as ordered pairs of AV_ de_scriptions. _AV 
1/'h ries thus correspond to dyadic relations on the set of AV descnpt10ns. Notation: 
t ~ .1, iff r <f; ~ 'ljJ 7 E T. An AV theory is closed with respect to attribute prefixing 
(p--.T'I' 3 
iff p:r/i ~ p:1/J whenever ¢i ~ 'ljJ. . 

Head-Driven Phrase Structure Grammar (HPSG) serves as an example. Typical 
a,Xiorns are: sign ~ word V phrase, word I\ phrase ~ .l.. , and: 

DTRS : headed-struc ~ 
(SYNSEMILOCICATIHEAD, DTRSIHEAD-DTRISYNSEMILOCICATIHEAD) :IT . 

An AV theory of particular importance is the theory A vi given by the following 

a.Xiorn schemata. 

T ~ (IT,IT) :IT 
(p,q) :IT ~ (q,p):IT 
(p,q):IT I\ (q,r):IT ~ (p,r):IT 
(p,q):IT I\ (plr,plr):IT ~ (plr,qlr) :IT 
(plq,plq):IT ~ (p,p) :IT 
(p1, ... ,Pn):a ~ (pi,P1):IT /\ .. . /\ (Pn,Pn):IT 
(p1,qi) :IT /\ ... /\ (pn , qn):IT I\ (pl,··•,Pn) :a ~ 

( trivial reflexivity) 
(symmetry) 

(transitivity) 
( substitutivity) 
(prefix closure) 

(reflexivity) 
( q1 , ... , qn) : a ( substitutivity) 

Since A vi collects (3) and ( 4) above, its axioms are theorems of the first-order theory 
Fun given by the axiom schema of attribute functionality. A vi will turn out to be 
complete with respect to first-order derivability in Fun. 

Attribute-Value Systems 

Since attribute-value theories are first-order theories, there is a standard model 
theoretic approach towards their semantics. Simply add Fun, which serves as back­
ground assumption, and take models of the extended theory. 

If T is an AV theory then first-order models of TU Fun are called attribute-value 
systems of T. Such a model consists of a set U (the "universe") and a function 
M taking elements of L and An respectively to functional relations and n-adic 
relations on U. M extends as usual to first-order formulae and thus commutes with 
operators. For example, M(p:<f;) = M(p) :M(<f;).4 Furthermore it is required that if 
¢i ~T 'ljJ then M(r/i) ~ M('ljJ). Notice that every AV system is one of Avl because 
Avl axioms are Fun theorems, and that an AV system of a theory Tis also one of 
the prefixing closure of T in view of (2) above. 

Algebraizing Attribute-Value Theories 

Identifying descriptions that are equivalent with respect to a theory T leads to the 
Lindenbaum-Tarski algebra of T. The standard quotient construction takes the set 
of equivalence classes and proves the induced algebraic operations to be well-defined. 
For our purposes the following step-by-step construction is more convenient. 

Attribute composition is "algebraized" by regarding classes of equivalent at­
tributes as elements of the free monoid L* over L with operation I and unit IT. 
The set of primitive AV descriptions can then be specified as (a representation 
of) L* xL* l,J Un>o(L*r xAn, with operations ( ), and : restricted appropriately. 
Here we make use of the observation that (p,q) :Il can be seen as a representa­
tion of the ordered pair of p and q, which gives rise to the first direct summand. 

3Closure with respect to prefixing virtually resembles the so-called master modality applied to 
conditional constraints; see e.g. Rounds, 1997. 

4Jt is important to note that the expression to the right of '=' denotes the Pierce product of 
sets. In other words, M interpretes predicate abstracts as names of subsets of U . 
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General AV descriptions are now obtained as elements of the distributive lat­
tice freely generated by the set of primitives. Prefixing by p corresponds to the 
lattice homomorphism induced by the function defined for generators as follows: 
p :((q1, ... , qn):a) = (plq1, .. . ,plqn) :a. It remains to add T and ..l. 

So far, identification is limited to conjunction, disjunction, and prefixing. Nei­
ther Avl nor any other AV theory is taken into account. This will be done below 
within the more general setting of possibly infinite disjunctions. Though not em­
ployed here it would allow, for example, to include regular attribute equations. And 
from a technical prespective the gain clearly makes up for the load. 

Geometric Theories and Classifying Locales 

According to Vickers (1999) , propositional geometric formulae over a set G of prim­
itives or subbasics are built from G by /\ and V including T and ..l . More exactly, 
formulae are elements of the frame :F(G) freely generated by G. In this context, 
a frame is a poset, ordered by (, with finite meets and arbitrary joins such that 
a I\ V S = V { a I\ b I b E S}. Frame homomorphisms are functions preserving finite 
meets and arbitrary joins. :F(G) is characterized up to isomorphism by the property 
that there is a function T/ from G to :F(G) such that every function v from G to 
a frame A factors uniquely through T/ and a frame homomorphism v from :F(G) 
to A. :F(G) is, for example, the ideal completion of the distributive lattice freely 
generated by G. 5 

A propositional geometric theory T consists of a set G and a dyadic relation ,;< 
on :F(G). Members of ,;< are axioms of T. The theory is finitary if the formulae 
of its axioms are finitely constructed from G by meet and join. A model of T in 
a frame A or A-valued model of T is a function v from G to A such that if a ,;< b 
then v(a) ( v(b). A model of Tin a frame is universal iff every model of T factors 
uniquely through it by a frame homomorphism. Such .a frame U(T) is called the 
frame presented by T. It can be constructed by geometric deduction as the quotient 
frame of :F(G) modulo the closure of,;< with respect to reflexivity and transitivity 
such that a ,;< b I\ c iff a ,;< b and a ,;< c, and V S ,;< b iff a ,;< b for every element a 
of S. If T is finitary, one can proceed first without infinite joins and then do ideal 
completion. 

A subset of G is T-saturated if its characteristic function is a 2-valued model 
of T, with 2 = {..l , T }. Let A* be the set of frame homomorphisms from a frame 
A to 2. By definition, there is a one-to-one correspondence between U(T)* and the 
set of 2-valued models of T . 

Following Vickers (1989) we define a locale to be a topological system of a 
certain form. A topological system consists of a set X of points, a frame A of opens, 
and a satisfaction relation t= borne by points to opens respecting meet and join. A 
locale is a topological system isomorphic to one with frame A, point space A*, and 
satisfaction defined such that x t= a iff x(a) = T . 

The classifying locale £(T) of a theory T is a / the locale whose frame is presented 
by T . Its points thus are the 2-valued models of T, the T -saturated subsets of G, 
or any other equivalent representation with satisfaction defined appropriately. 

Theorem: The classifying locale of a finitary theory has enough points, that is, if b 
is satisfied by every point satisfying a then a ( b •6 

In other words, finitary geometric deduction is complete . 
5 e.g. Johnstone, 1982. 
6 See e.g. Johnstone (1982) or Vickers (1989) for a proof, which employs, unsurprisingly, the 

Prime Ideal Theorem. 
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;\ttribute-Value Structures and Completeness 

tt ·bute value theory T can be seen as a geometric theory over the set of 
An a n - h 1 ·r · 1 1 £(A 1 UT) rirnitive attribute-value descriptions. Points of t e c ass1 ymg oca e v 
p called (abstract) attribute-value structures of T . 
are Each AV structure x determines an AV system, i.e. a firs~-order model of Fun 

follows .7 First note that the set of subbasics satisfied by x 1s AvJ-~aturated and 
~ t its intersection with L • x L • is a conditional right congruence with respect to 
~ ;ith prefix-closed field. Now take {[p] Ix t= (p,p) :JI}, where [p] is the congruence 
class of p, as universe Ux , and define Mx such that 

Mx(l) = { ([pill, [pl) j X F(pll,pll) :JI} 

Mx(a) = {([p1J, . . . ,[pn]) !xt=(p1, •· •,Pn):a} 

£ elementary attributes l and n-adic sort predicates a. One easily checks that 
~(l) and Mx(a) are well-defined and that Mx(l) is functional. 

Lemmal: [lI]EMx((p1, - -•, Pn) :qi) iff ([pi], ..• ,[pn])EM:,,(qi). 

Proof: Mx ( (p1, . . . , Pn) : qi) coincides with (Mx (P1), ... , Mx (Pn)) :Mx (qi), and [ll] is an 
element of the latter iff, by definition, there are congruence classes u1, •• ·., Un such 
that (u;, (Ill) E Mx(P;) and (u1, . .. , un) E Mx(qi), in which case u; necessarily equals 

[p;] since Mx (p;) is functional • 

"Truth Lemma": [JI] E Mx(qi) iff x F qi· 

Proof: According to Lemma 1, (JI]EMx((p1,--·,Pn) :a) iff ([pi], ••• ,_[pn])~Mx(a), 
that is, by definition, iff x F (p1, .. . , Pn): a. Furthermore, Mx and sat1sfact1on both 

respect meet and join • 

Lemma 2: If Tis a prefixing-closed AV theory then for every AV structure x of T , 
Ux and Mx define an AV system of T. 

Proof: Suppose that qi ,;<r 'lj; and [p] E Ux - By assumption, if x F p:qi then x F p:'lj;. 
By Truth Lemma and Lemma 1 this implies that if [p] E Mx (qi) then [p] E Mx ('I/;) ■ 

The following completeness theorem recaptures and slightly generalizes Moshier 

(1993) and Osswald (1999). 

Theorem : If T is a finitary attribute-value theory then finitary _geo1?_etri_c derivabil-
ity in Tu A vl plus prefixing is equivalent to first-order denvab1hty m TU Fun. 

Proof: It remains to prove completeness of geometric derivabilit~ plus prefi~ng. 
Suppose Tu Fun f- qi <;:; 'lj;. For every AV structure x of the prefixing-closure T of 
T, Mx determines according to Lemma 2 a model of T U Fun. By Truth Lemm~, 
if x F qi then (IT] E Mx(qi), and therefore [ll] E Mx('I/;), that is, x F 1/J. Thus qi ~ 'I/; m 
u (Tu A vl) because the classifying locale of a finitary theory has enough pomts ■ 

Negation and Implication 

There are several possibilities to express negation within geometric lo?ic, for exam­
ple as axioms a,;< ..l . Or introduce additional primitives - a plus axiom schemata 

a I\ -a ,;< ..l and T ,;< a V -a. 
As for a conditional, note that frames are, as ordered sets, indistinguishable from 

complete Heyting algebras, with a ⇒ b = V { c j c I\ a ( b}. But beware: T ,;< a ⇒ b 
has in general not the same effects as a ,;< b. Overlooking. t?is di~erence ?as led 
Pollard and Sag (1987) to an inadequate conception of cond1t10nal mformat1on; see 

Osswald (1999). 
7The construction if of course standard; cf. e.g. Rounds, 1997. 
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Reflections 

One might ask what we have revealed about the semantics of attribute-value theories 
since we neither did consider the meaning of specific sort and attribute predicates, 
nor the nature of the entities those predicates are ascribed to, nor criteria for jus­
tifying such ascriptions. These are of course central issues for an empirical theory 
about a certain domain as e.g. HPSG intends to be one for linguistics. What we 
did, at least, is to straighten the discussion of such questions by explicating the 
referential structure of AV descriptions as regimented and formalized natural lan­
guage predicates. Moreover, in our formulation AV theories consist of universally 
quantified conditionals and thus are of a form desirable for scientific theories. 

Our main point was to define the formal denotation of an AV theory, or, to put 
it another way, to reveal the ontology an AV theory defines by itself. As emphasized 
by Quine ( e.g. 1969), a theory determines an identity predicate by identification of 
indiscernibles and tying down criteria of identity is all what matters to ontology. 
For an AV theory T this means to look for a set X of "generic" entities together 
with a satisfaction relation borne by these entities to AV descriptions such that two 
elements x and y of X are identical iff they satisfy the same descriptions modulo 
equivalence in T U Fun. A further requirement which suggests itself is to choose X 
"as large as possible" so that for every pair of non-equivalent AV descriptions there 
is an element of X satisfying one of them but not the other. On account of our 
completeness result these two properties determine X to be the point space of a clas­
sifying locale of (the prefixing-closure of) T, whose uniqueness up to isomorphism 
nicely reflects Quine's conception of ontological indifference. 
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Modeling Coalitional Power in Modal Logic 

Marc Pauly (CWI, Amsterdam) 

Abstract 

Given a set of states, we introduce models which associ~te wi_th ever{ 
tate a strategic game between a finite set of players which w1~l resu t 

s h I d The power of coalitions of agents m these 
m a new state w en P aye • d' d · • 1 

ames can be captured by the notion of a-effectivity, as stu ie m soc1~ 
~hoice theory: A coalition of players is a-effective for a set of states d 1 
if the coalition can guarantee an outcome in X. We propose a mohat 

· ff t· ·t here (C) ,n expresses t a logic to formalize reasonmg about o-e ec 1v1 Y, w T 

coalition C is a-effective for 'P· • 

From Individual to Collective Actions 

Modeling actions and their effects is a task which has occupied ~anr researchers 

in computer sci(ence, logic, econ)orr;:~sc:::~:o~~;~o!!e~::i:;i;~e::~~:~:io:: 
have one agent person, process w . . A simple model of this 

. h h e the state of the world m various ways. 
whic _c ~lgl cont~;n an accessibility relation R which associates to every state of 
scenario wi °" . h h h' ctions 
the world all those states which the agent can brmg about t roug d /~ a_ ' 
. Rt holds if the agent can act as to bring about state t. In mo a ogic, o~e 
~:~r~duces a language to talk about such Kripke model~: ◊cp_ expresses that t e 

an act in such a way that cp will be true after his act10n. . 
age~h~s simple one agent case can easily be extende~ t?_many a?ents by consid­
erin a relational structure which contains ~n acces~ibihty relat10n R; for every 
a e!t i where ◊ ·cp expresses that agent i can brmg about ~- The proble~ 
\h su,ch a multi~agent action logic is that it considers the different agents m 

wi . . 1 act to bring about state si and agent 2 
isolat10n. Given a state so, agent mayh h 'f both of them act simulta-

a act to bring about state s2 , but w at appens i . 
m y l . ? Since the actions of the two agents will often not be mdepe~dent 
~:~~::e::c:o ~ith each other, a more general model of action should ~~ci~:ea: 
resulting state with every pair of actions ( a1, a2) of the two players ra er 
with actions of the players individually. . . . C _ 

Consider as an example the following situation: A poht1cal committe: -

{l 2 3 4 5 6} consisting of six members has to decide whether or_ not t? c a;~e 
, , '. ' 1 , T d'fications of the law a and b are under discuss10n. e 

a certam aw. wo mo i · C' {2 3 4} 
decision procedure used is the following. First, a subcommittee . = t' ' 
votes on which modification to propose. Next , the whole committee vo es on 
whether to adopt the proposed modification or to mai~tain ~~e status quo q •. We 
assume that in each case, the majority of the votes is decisive (no abs~ent10ns 
are allowed), and in case of a tie in the second vote, the vote of the chairman 1 

will determine the outcome. k · 1 
In the first voting round, the actions of members 2, 3 and 4 are ta en s1mu -

taneously and jointly determine what will be voted ~n i~ th~ second round, so 
we need a model of collective action to represent this situat1_0~. 7t~e;}~:: 
different coalitions of members have different ~~wers: Coa}ht10\ o~h,er hand 
force any outcome a, b or q to be accepted. Coaht10n {1, 4, 5 o~ t : t ·t has no 
is weaker , since it can only maintain the status quo or change it , u i 
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power to decide how it should be changed. Coalition { 4, 5, 6} finally has even 
less power since it cannot guarantee any outcome. 

In this extended abstract, we provide a modal logic based on a general 
collective action model which can describe such situations. Given a set of agents 
N, we consider models where at every state, the agents take actions which 
together determine the resulting state. This amounts to associating a strategic 
game (form) with every state of the model where the outcomes of the game are 
states of the model again. In section 2, we relate two notions of ejf ectivity to 
these games, formalizing what it means for a coalition of agents to have the 
ability to force a certain set of outcomes in a strategic game. The notion of 
a-effectivity will then be used as the basic semantic notion for the modal logic 
we develop in section 3. For a set of agents C ~ N, our modal language will 
contain formulas (C)cp which express that the group of agents C can bring about 
cp, i.e. is a-effective for cp. In the last section, we mention some links between 
our multi-agent action model and process algebra, also suggesting some further 
applications in the theory of repeated games (section 4). 

2 Strategic Games and Effectiveness 

As mentioned in the introduction, we would like an action model where at each 
state, the actions taken by the agents collectively determine the resulting state. 
To obtain such a model, we associate a strategic game with every state of the 
world. A strategic game G = (N, {I:; li E N}, o, S) consists of a nonempty finite 
set of agents or players N, a nonempty set of strategies or actions I:; for every 
player i E N, a nonempty set of outcome states S .and an outcome function 
o : Il;eN I:; ➔ S which associates with every tuple of strategies of the players 
( trategy profile) an outcome state in S. 

In game theory [7, 3], strategic games also come equipped with a preference 
relation t;~ S x S for every player i E N which indicates which outcomes a 
player prefers. Strictly speaking, our strategic games are only game forms which 
can be turned into a game by adding these preference relations. • 

For notational convenience, let uc := (u;);ec denote the strategy tuple for 
coalition C ~ N which consists of player i choosing strategy a; E I:; . Then given 
two strategy tuples ac and uc, o(uc,uc) denotes the outcome state associated 
with the strategy profile induced by uc and uc. 

Since the modal logic we aim for will contain expressions to talk about what 
coalitions of players can bring about in a game, we introduce two semantic 
notions which capture two different kinds of ability [6, 1]. Given a game G, a 
coalition C ~ N will be a-effective for a set X ~ S iff the coalition has a joint 
strategy which will result in an outcome in X no matter what strategies the other 
players choose. Formally, the a-effectivity function Eg : P(N) ➔ P(P(S)) of a 
game G is defined as 

XE Eg(C) iff 3uc'vuc o(ac, uc) EX 

As to the second weaker kind of ability, call a coalition C ~ N (3-ejfective for a 
set X ~ S iff for every joint strategy of C, the coalition C has a joint strate5y 
which will result in an outcome in X . Formally, the (3-ejfectivity function Ea : 
P(N) ➔ P(P(S)) of a game G is defined as 

XE Eg(c) iff'vuc3uc o(uc,uc) EX 
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,B-effectivity is a weaker notion that a-effectivity since for every game G: 

XE Eg(C) ⇒ XE E£(C) 

whereas the converse does not hold in general. In case we have a game G such 
that Eg = Eg we say that G is tight. Tightness can be considered ~ gener_aliza­
tion of determinacy: Consider a game G = ( {1, 2}, {I:1, I:2}, o, {Wml, Wm2} ). 
If G is tight, we know that either player 1 has a winning strategy (i.e . {1} is 
a-effective for {Winl}) or {2} is /J-effective for {Win2} . In the second case, 
player 2 has a winning strategy by tightness. 

Characterizing a-effectivity 
Besides looking at effectiveness in strategic games, the notion of effectiveness 
can also be investigated more generally. For a set of agents N and a set of 
outcomes S , an ejfectivity function is any function E : P(N) ➔ P(P(S)) which 
associates to every coalition C ~ N the sets of outcomes for which the coalition 
is effective, i.e. X E E( C) iff C is effective for X . This general notion has been 
investigated in [6, 1] and finds application in the theory of social choice [5] where 
the agents are voters who try to force certain election outcomes. 

Given this intended interpretation of effectivity functions, it is natural to 
require them to satisfy certain properties, e.g. if a coalition C is effective for a 
set of outcomes X, it should also be effective for X' 2 X. Which properties we 
require will depend on the exact situation we want to model. Call an effectivity 
function E : P(N) ➔ P(P(S)) outcome-monotonic iff for all X ~ X~~ S a~d 
for all C, if X E E(C) then X' E E(C). Eis C-maximaliffor all X, if X <t E(C) 
then X E E(C). Eis maximal iff for all coalitions Cit is C-maximal. Finally, 
Eis superadditive if for all X1,X2,C1,C2 such that C1 nC2 = 0, X1 E E(C1) 
and X2 E E(C2) imply that X1 n X2 E E(C1 U C2). 

The question to be examined here is which effectivity functions are a­
effectivity functions of some strategic game. As we will see in the next section, 
this characterization result will be very useful when formulating the semantics 
of coalition logic, since it allows us to dispense with strategic games l;>y only 
talking about effectivity functions. Two such characterization results have been 
obtained in [6, 8]. However, these assume that the outcome function o of a 
strategic game is surjective, whereas we do not want to assume that every state 
can be reached provided that the players pick the right strategies; certain states 
(such as paradise) may be unreachable no matter how the players play. Thus, 
while the proof of theorem 1 below makes use of the techniques applied in [6, 8], 
it generalizes the results obtained previously. 

We now introduce the combination of properties needed to characterize a­

effectivity functions . Call an effectivity function E : P(N) ➔ P(P(S)) playable 
iff (1) VC ~ N: 0 ¢ E(C), (2) VC ~ N: SE E(C), (3) Eis N-maximal, (4) 
E is outcome-monotonic, and (5) E is superadditive. 

Theorem 1 An ejfectivity function E : P(N) ➔ P(P(S)) is the a-effectivity 
function of a strategic game G = (N, {I:; li EN}, o, S) ijf E is playable . 

The result can be extended to tight strategic games as follows: 

Theorem 2 An ejfectivity function E : P(N) ➔ P(P(S)) is the a-effectivity 
function of a tight strategic game G = (N, {I:; li E N}, o, S) ijf E is playable 

and maximal. 
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3 Syntax and Semantics of Coalition Logic 

Given a finite _ set of agents/players N, we define the syntax of Coalition Logic 
as follows. Given a set of atomic propositions <I>0 , a formula cp can have the 
following syntactic form: 

(r,•­-r .- .l Ip I ,cp I 'P V 'P I (C)cp 

where p E <I>o and C ~ N . We define T, A, ➔ and +-+ as usual. 
A coalition_ model is a triple M = (S, E , V) where S is a nonempty set of 

states (the umverse), V : <I>o ➔ P(S) is the usual valuation function for the 
propositional letters, and 

E : S ➔ (P(N) ➔ P(P(S))) 

~s the glob~l _effectivi~y structure of the model: For every states E S, E(s) 
1s an effect1v1ty funct10n. For easier readability, we shall write sEcX instead 
of X E E(s)(C) to denote that C is effective for X at state s. Call a model 
M = (S, E, V) playable iff for alls ES, E(s) is playable. 

It should be clear from the preceding section that we are only interested in 
~layable coalit_i~n model~, since for these models theorem 1 guarantees that E(s) 
1s the ~-effect1~11ty fu~ct10n of a strategic game. So for playable models, every 
state s 1s associated with a strategic game G ( s), and sEc X holds iff coalition c 
is_ a-effecti:e for X in G(s) . Hence, playable coalition models are precisely the 
kmd of action models we were after, since we can see them as concise versions 
of the generalized action models we described in the introduction. 

Given such a model, truth of a formula in a model at a state is defined as 
follows 

M,s ~ .l 
M,BFP 
M,s F ,cp 
M,s F cpV'lj; 
M,s F (C)cp 

iff p E <I>0 and s E V (p) 
iff M,s ~ cp 
iff M, s F cp or M, s F 'If; 
iff sEccpM 

where 'PM = { s E SIM, s F cp }. Hence, a formula (C)cp holds at a state s iff 
coalition C is a-effective for cpM in G(s). 
. Po~sibil~ty and necessity can be recovered as extreme cases of effectivity: cp 
1s possible_ if some play of the game results in a state where cp holds, and cp is 
nece~s~:Y if all plays of the game lead to cp. In terms of coalitional power, the 
poss1b1hty of cp can be expressed by (N)cp whereas the necessity of cp is expressed 
by (0)cp. 

Note that while ':e_have cho~en the () or◊ rather than the []or □ modality 
to represent a-effect1v1ty, we might have chosen □ just as well. One can see 
from the definition of a-effectivity in section 2 that this notion involves a 3'v' 
quantifier combination, and this fact is mirrored in our informal translation 
of (C)'! as "coalition C can force cp". This hybrid character of the effectivity 
modality also emerges when inspecting the valid principles of Coalition Logic. 

Thanks to theorem 1, we are able to represent coalition models without 
referring to games and strategies. This simplifies the meta-theoretic treatment of 
our logi_c, a~d it also ~emonstrates that a coalition model is simply a multi-modal 
ge~erahzat10n of a ~e1ghborhood model (or minimal model, see [4]), providing a 
neighborhood relation for every coalition of players. Neighborhood models have 
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been the standard semantic tool to investigate non-normal modal logics , and 
techniques used to provide complete axiomatization for such logics can also be 
adapted to Coalition Logic. 

4 Conclusions and Applications 

Proposing a model of action where the agents' actions jointly determine the new 
state of the world, we have introduced a logic for talking about what coalitions 
of agents can bring about. To do this , we made use of concepts and results from 
game theory and social choice theory on the one hand (strategic games and 
effectivity functions) and modal logic on the other hand (non-normal modal 
logic, neighborhood semantics) . Theorem 1 can be seen as the central link 
between these two domains. 

Theorem 1 contains the main technical contribution, an extension of the 
characterization result obtained in [6, 8] to a more general notion of a strategic 
game which was needed for our dynamic model of actions. More generally, the 
contribution to game theory and social choice theory has been to place strategic 
games and effectivity functions into a dynamic framework and to introduce a 
simple formal language to reason about them. On behalf of modal logic, we have 
shown how non-normal multi-modal logic and neighborhood semantics can be 
used to describe strategic games and the capabilities of coalitions in such games. 
The modal operator associated with a-effectivity emerges somewhere in between 
possibility and necessity. 

To conclude, let us mention three areas of possible application for the logic 
and the model of action we have presented. First, one can think of the play­
ers involved as nondeterministic processes which are executed in parallel. The 
resulting state of the system is determined by the transitions of the individual 
processes. Viewed in this light, the outcome function in a strategic game can be 
seen as some kind of communication function as studied in process algebra [2]. 
In our framework, the result of the communication (the simultaneous actions of 
the players/processes) is always defined, so communication always takes place 
and results in a new state. 

Second, let us get back to the example given in the introduction. With the 
apparatus introduced in the previous section, it is easy to provide a coalition 
model capturing the situation described: With the initial state s0 , we asso­
ciate a 6-player strategic game where players 2, 3 and 4 can choose between a 
and b and all other players only have one action available. If the majority of 
{2,3,4} chooses a, the outcome state will be s1, otherwise it will be s2 . At 
these states , another 6-player game can be played, leading to Sa or Sq in the 
case of s1, and to Sb or Sq in the case of s2 , based on the majority of votes. 
Given the proposition letters a, b and q with the obvious interpretation where 
for any x E { a, b, q}, x is true at s iff s = Bx , it can be checked e.g. that in such 
a coalition model, ( {1, 2, 3} )( {1, 2, 3} )a holds at s0 while ( {1, 4, 5}) ( {1, 4, 5} )a 
and ( { 4, 5, 6} )( { 4, 5, 6} )q do not. The other assertions made in the introduction 
can be verified similarly. In general, this example demonstrates that votinp; 
procedures as studied in social choice theory provide a possible field of applica­
tion. Making a choice from a set of possible alternatives is often done in stages, 
according to a given agenda. At each stage, the voters make a choice from a 
number of alternatives, determining a new state of the voting process. Thus, 
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a sequence of strategic games is played, and the power of certain coalitions of 
voters can be expressed by formulas of the logic we described. 

Third and more generally, the coalition models introduced provide a general 
model for repeated games (3, 7] . It is easy e.g. to specify a model in which two 
players a:e engaged in multiple plays of the prisoners' dilemma. It is unclear 
however m how far the language provided by the present framework is bl t . . a e o 
express mterestmg properties of such repeated games. Nonetheless c 1·t· 
L · h Id • , oa 1 10n 

og1c s ou be viewed as a basis for a possibly richer logic, e.g. one which can 
express facts about the players' preferences as well. 
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Questioning to resolve decision problems 

Robert van Rooy1 

ILLC/University of Amsterdam 

1 Introduction 

Why do we ask questions? Because we want to have some information. But why 
this particular kind of information? Because only information of this particular 
kind is helpful to resolve the decision problem that the agent faces. In this paper I 
argue that questions are asked because their answers help to resolve the questioner's 
decision problem. By relating questions to decision problems I show (i) how we can 
measure the utility of questions, and (ii) how these utilities can be used to determine 
what is actually expressed by agents with their use of interrogative sentences. 

2 Utility of Questions 

In Savage's (1954) classical formulation of Bayesian decision theory, a distinction 
is made between states of the world, acts, and consequences; states of the world 
together with acts determine the consequences, each act-world pair has exactly one 
consequence, and the consequence of an act include all features that are relevant to 
the decision maker's values. If we assume that the utility of doing action a in world 
w is U ( w , a), we can say that the expected utility of action a, EU (a), with respect 
to probability function P is 

EU(a) LP(w) x U(w,a). 
w 

Let us now assume that the agent faces a decision problem, i.e. he wonders which of 
the alternative actions in A he should choose. A decision problem of an agent can be 
modeled as a triple, (P, U, A), containing (i) the agents probability function, P, (ii) 
his utility function, U, and (iii) the alternative actions he considers, A. You might 
wonder why we call this a decision problem; should the agent not simply choose the 
action with the greatest expected utility? Yes, he should, if he chooses now. We 
might say that the value of choosing now, i.e. the value of making an uninformed 
decision, is the expected value of the act with the greatest expected utility (where 
i varies over the actions in A): 

U ( Choose now) max;EU(a;) max;LP(w) x U(w , a;) 
w 

But now suppose that the agent doesn't have to choose now, but can try to receive 
some useful information by first asking a question. Suppose that the other partici­
pant of the dialogue answers this question by giving answer C, and that, as a good 
Bayesian, the agent himself updates, and knows he will update, his probability state 
by conditionalizing on C. Then we can say that the value of making an informed 
decision conditional on learning C is the expected utility conditional on C of the 
act that has highest expected utility: 

U(Learn C, choose later) 
w 

This value, which might be smaller than U(Choose now), is always dependent on 
a decision problem. In this paper we want to use the above mentioned utilities to 

1Thanks to Maria Aloni and Peter van Emde Boas for helpful comments. 
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determine the utility of a question. But here we face a problem because even 1·f 
we assume that th t · •u ' k . e qu:s wner WI accept the given answer, the questioner doesn't 

now w:ich an_swer this other participant will give. It turns out fortunately that 
we c_an etermme the utility of a question easily when we assu~e that a u;stion 
~;r:itions the state spac~ (the s~t of worlds). First, we can determine the :alue of 
h . nformJd decision; this value 1s the present expectation of expected value of the 

c OICe ma e after learning the answer (where k varies over the alternative answers): 

U(Learn answer, choose later) L P(Ck) x max; L P(w/Ck) x U(w, a;) 
k w 

Let us now assume that 1 • · • . . 
1 . earnmg via quest10mng 1s cost free, which means that (i) 
earnmg the ~~swer does not affect the set of actions between which the agent can 

~h;ose, :d (u) the consequences (and thus values) of the actions are known to be 
m epen ent of the ~uestion asked. On the basis of this assumption it can be shown 
!~~t the value of an mformed decision, our U(Learn answer, choose later) is always 

;as~ as great as the value of an uninformed decision our U(Choose n~w) 2 

his result sh~ws that asking a cost-free question ~an never do any h;rm· if 
you!! are ~rdonted with a decision problem with alternative actions A you might' as 
we cons1 er the se t • l d • • ' . quen ia ec1s10n problem where you first wonder which (if any) 
quest~on you should ask, and only then decide which action of A to take But which 
qu1est10nf, _then, should you ask at the first step? Given the difference between the 
va ues o informed and un • ~ d d · • 
h 1 . inJorme ec1s10ns, we can now determine a measure that 
; ps to so_lve th~s problem: the value of a question. This value, utility or relevance 

~h atquestb10n, given_ a decision problem, can be defined as the differ1ence betwee~ 
e wo a ove mentioned values:3 

U ( Question) = U(L h earn answer, c oose later)' - U(Choose now) 

~o, _i~ you wonder which question you should ask in our above described sequential 
t:~~tn p~obl~~, the an_s:'er seems obvious; the question that would help you most 

ve t e ongmal dec1s1on problem, i.e. the question with the highest utility. 

3 Decision problem as contextual parameter 
Pragmatics can be seen th t d f h . . 

A as e s u Y o t e mteract1on between context and utter-
anhcet. . c~dnt(ext should represent enough information to be able to determine both 
w a 1s sa1 or meant) by an tt d h . will h . . u erance, an w ether it was used appropriately. I 

_argue t at the dec1s1on problem of the agent who asks a question will be the 
crucia_l contextual parameter that helps to determine both (i) what it takes for an 
assert10n to resolve the que t· d ('') h d . s ion, an n w ether the interrogative sentence was 
uset ~ppropnately, i.e. whether the question was relevant in its context of inter 
re. ~tion. Just like for other contextual parameters, also the interaction betwee~ 

~ci~tn problem _(i .e •. the relevant contextual parameter) and interrogative used :!s of~~: two d1rect10ns •. If you don't know the decision problem, i.e. the inten­
th . speaker, you might learn something (by accommodation) about it from 

e mterro_gative sentence used . For linguistic applications of our framework how-
;fver' wde wkill concentrate ourselves in this paper on the other side of the inter~tion 

you o now the relevant de • • bl f h • 
be able t fi d h . c1s1on pro em o t e questioner, you typically will 

o n out w at 1t takes to resolve a · question. 

:t?c;~=n (::;i;i::t~:'.e!~::tsult back all the way to _some unpublished work of Ramsey. 
of doing an experiment Th _ng m ~h7 philosophy of science determine in similar ways the value 
experiment are mutual!; disj eir t cr;~1_a I assumption, however, is that the possible results of the 
assume a partition-based an ~m.. f is at~er assumption shows that we can use their result if we 

a ys1s o questions, as mdeed proposed by Szaniawski (1973). 
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The analysis of the previous section to determine the utility of questions was 
based on the assumption that questions should be represented as partitions. This 
reminds us, semanticists, of course immediately to Groenendijk & Stokhof's (1984) 
analysis of interrogative sentences. Assuming that the meaning of an interrogative is 
the set of possible ( complete) answers to the question expressed, they argue that the 
possible (complete) answers to not only yes/no-questions, but also to whrquestions 
are exhaustive, and thus mutually disjoint. If [[A]](w,g) denotes the truth value of 
A with respect tow and g, the meaning of the interrogative represented by ?xA is 
defined as the partition {{ v E WI \fd E nn : [[Al](v, g['" / d1) = [[A]](w, g['" hD }I w E 
W}, where e is an n-ary sequence. 

Groenendijk & Stokhof argue that you only resolve, or completely answer a whr 
question, when you answer by giving the exhaustive list of individuals by name who 
satisfy the relevant predicate. Ginzburg (1995) has recently argued, however, that 
the notion of resolvedness is sensitive to the goals of the questioner. In this paper 
I want to show how a similar idea can be made precise; the idea that whether an 
answer of a wh-question resolves the issue or not depends on the relevant decision 
problem the questioner faces. 

I will discuss two ways in which decision problems might be used as crucial con­
textual parameters. According to the first proposal, we stick to the original context­
independent partition semantics of Groenendijk & Stokhof, and seek to account for 
the problems of/counterexamples for their proposal as discussed by Ginzburg by 
saying that with respect to a certain decision problem an assertion can resolve a 
question, although it is not a complete semantic answer to it. According to this 
proposal, a wh-question is typically semantically unambiguous, but only the notion 
of resolvedness depends on context. The second, and preferred, proposal, on the 
other hand, assumes that the meaning of a whrinterrogative is quite underspecified, 
or ambiguous, and that the decision problem is the crucial contextual parameter to 
disambiguate; the meaning of an interrogative is then the set of answers that would 
resolve the question with respect to the relevant decision problem. 

3.1 Questions precise, resolvedness context-dependent 

We have assumed that a decision problem partly consists of a set of alternative 
actions, and that each action a has a utility in a world w, U(w, a). Let us now 
assume that the set of alternative actions, A, is such that for each world w there 
is always exactly one action a EA such that \fb E (A- {a}): U(w,a) > U(w,b). 
This means that the set of alternative actions partitions the set of worlds; to each 
action a E A there corresponds a cell of the partition, and in each world of this cell 
a is the unique best action to do. We will denote this partition by A, too. 

Let us assume that the agent is considering the alternative actions in A, which 
question should he ask? The best thing to do, obviously, is to ask that question 
that gives rise to the same partition as A does; this is the question that according 
to section 2 has the highest value. This is obviously better (neglecting strategic 
deliberations) than to ask a question that gives rise to a partition that is orthogonal 
to the partition induced by A, or when this latter partition is a refinement of 
the partition induced by the question, where partition P is a refinement of Q iff 
VX E P: :lY E Q : X ~ Y. What about questions that give rise to partitions that 
are refinements of A? The natural thing to say, it seems, is that these questions can 
be as useful (although at the 'cost' of asking something too specific) as the question 
equivalent to A , but that to resolve the question, the answer does not have to be 
equally fine-grained as the question itself seems to demand. It only has to be so 
fine-grained to resolve the decision problem, i.e. as fine-grained as A. 

Suppose, for example, that you ask me Where do you live? Ginzburg rightly 
argues that depending on your goal, in some contexts this question might be resolved 
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by an answer like In Amsterdam, while in other contexts I should give a more 
specific, or fine-grained, answer and say something like In Amsterdam East. Let us 
now assume that the context-independent semantic analysis of questions assumes 
a level of fine-grainedness related to the second kind of answer. If we now think 
of the first kind of answer in terms of the fine-grainedness of the second, we might 
think of the first answer as a disjunction of several (East or West or ... ) answers 
of the second kind . Then we can say that the decision problem determines how 
fine-grained the answer should be to resolve the question. Thus, if { d, d', e, e'} is 
the set of places relevant at the most fine-grained level, we might say that a question 
like Where do you live? gives semantically always rise to the following partition: 

Q {{w E W I I live ind in w}, {w' E WI I live ind' in w'} , 
{v E WI I live in e in v}, {v' E WI I live in e' in v'}} 

Now suppose that d and d', and e and e' denote the east and west of Amsterdam 
and Utrecht, respectively. If the decision problem, A, is such that the questioner 
knows what to do when he knows that he is in Amsterdam, and something similar 
for Utrecht, the distinctions between d vs. d', and e vs. e' become irrelevant; 
although the answer In Amsterdam wouldn't count as a complete semantic answer, 
it still would resolve the relevant decision problem. That is, each element of the 
following more coarse-grained partition would resolve the answer: 

QA {{w E WI I live ind or d' in w}, {v E WI I live in e ore' in v}} 

Although such an analysis might be natural for some cases where the appro­
priateness of an answer is context-dependent, it only seems to work when fine­
grainedness is at stake.4 But the dependence on context, i.e. the decision problem, 
can be of a different nature, too. Groenendijk & Stokhof (1984) argue, for in­
stance, that a question like Where can I buy an Italian newspaper? can, depending 
on context, be answered appropriately in two ways; one of which is just by men­
tioning one positive instance. Intuitively, this context-dependency has something 
to do with the alternative actions the questioner considers. But it is not easy to 
see how the notion of 'fine-grainedness' can play the crucial role (.by turning the 
default mention-all interpretation of the question into the mention-some interpre­
tation) . Something similar holds for identification,.questions like Who is Wim Kok? 
It seems natural to say that depending on the decision problem this question should 
sometimes be answered by giving a referentially used expression (I want to shake 
hands with d, if dis Wim Kok, and withe, if e is Wim Kok, but I don't know who 
is), and at other times by a descriptively used one (I only want to listen to your 
story about the individual you call 'Wim Kok', if he is an interesting person). But 
it is completely unclear how to account for this intuition if it is assumed that ques­
tions are semantically unambiguous, and that decision problems can only influence 
the fine-grainedness of the required answers. 

3.2 Questions underspecified, disambiguation by context 

Groenendijk & Stokhof argue that wh-questions are in general semantically am­
biguous between their mention-all and mention-some interpretation. As already 
suggested above, the assertions that would resolve, or answer, the question then 
typically depend on the decision problem the questioner faces. Thus, the seman­
tic meaning of an interrogative is ambiguous, or underspecified, and the decision 
problem helps to disambiguate, the hearer chooses that interpretation that would 

4 There is another problem for this proposal: it is based on the strong assumption that at each 
world there is a unique best action to do relevant to the decision problem. 
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. :Jul ·th respect to this known decision problem.5 But 
t rational or use ' w1 . . f . h t 

the mos ' k t th semantics/pragmatics mter ace wit respec to 
be . the way to loo a e . h th . 
·f this 1s t· _ 11 readings of interrogatives, w y not assume at 
l • n some vs men wn a h I d b 
he rnentio - • . .1 1 for other cases where t e reso ve ness, or et-

t oblems play a s1m1 ar ro e . . h" h 
decision pr . . t xt-dependent? The most obvious way m w 1c a 

• g of quest10ns is con e h f h t th d . 
ter rn,eanin ' . . t be said to be ambiguous is due to ~ e act t a e omai_n 
whr-interrogative migh . context-dependent. This context-dependence 1s 
ver which the wh-phrases(rla9n9g7e) l~loni (ms)) accounted for by assuming that the 

0 ll (e g Van Rooy , . . t c norrna Y • • . h t· n is simply anaphorically given as a separa e 1ea-
t domam for eac ques 10 fu h d th • relevan I h' per I want to go one step rt er, an us give a 

f the context n t is pa 1 h I t d . ture o • 1 . f th's context-dependence; se ect t e re evan omam 
explanatory ana ys1s o 1 6 

more h d • • on problem at stake. 
by rneans of t ke ~~s~ill go to the concert?, for example, I only have a restricted 

When I as . . d th t I care about· my own actions only depend on what 
f • d'viduals m mm a ' · h I d th set o m 1 .11 d Wh n the hearer knows this, e can cone u e at 

f • dividuals w1 o. e 1 
these ew m this limited set of individuals. More abstract y, the 
the wh-phrase only ra~ges overt_ represented by ?xPx depends on the subdomain 

. ked by the mterroga ive d . . 
question as h" h . ble x ranges. But this sub omam, m turn, can 

d• • d ls in D over w IC vana h" bd 
of in IV1 ua . . bl . •ndividual dis not an element oft 1s su omain 

1 t d by the dec1s1on pro em, 1 . .f 1 • p 
be se ec e . . . l t for the decision problem, 1.e. 1 earnmg d 
if learning that dis a~ is idr:eff ev:~ action nor changes the height of maxiEU(ai), 

h Its in choosmg a 1 ere ' f d 
neit er resu se later) = U(Choose now), where d re ers to . 
i.e. U(Learn Pd, choo 1 h d .. n problem was used to select the relevant sub-

I h hove examp e t e ec1s10 ' B h 
n t e a , . . 1, D that functions as domain of 'quantification . ut as t e 

domain of our ongmah . subsection suggested, these domains need not be 
1 d• ssed in t e previous . d b . 

examp e iscu 1 b thought of as sets of more coarse-graine o Jects. 
subdomains of D, they can adso e_ we should not only consider the size, but also 

1 ct the relevant omam, . d d d Thus, to se e h b. t 1 Also the level of fine-grame ness epen s on 
the fine-grainedness o!ft e o Jee sh. other in Germany and you consider visiting me 

d • • roblem· 1 we see eac ' ? b . 
the ec1s1on P ' your question Where do you live. y saymg In 

•t ld be useless to answer b 
or not, 1 w~u mabl also need not give my precise address. In a stract, the 
Europe, while I pres~ . 1 .11 b the least one of those levels for which the value of 
selected level of prec1s1on w1 e . 

• k d would be maximal. 
the quest10n as e . d and size it has recently been argued by Ger-

E t for the fine-grame ness , . h 
xcep 1 . ( ) that for so-called identification-questions t e rele-

brandy (1997) aud A ~nfii ~s , 1 depends on the method of identification. If 
d • of 'quant1 cation a so 

vant omam . Cl ? ·t d ends on context whether you can answer this 
I ask Who is Cassius ay rt.. I . epd1· vidual give his other name ( Muhammed Ali), s 

• b inting to a ce ian m ' • question Y po h . ht champion of boxing in the seventies, or use 
th• like The eavy weig 

say some mg d h. lf 1- e The Greatest. Thus, depending on context • t· he use 1mse , • • 
the descnp ion t ceptualize or identify, the relevant individuals. 

• ht be different ways o con ' h 
there mig . th t to account for this we should assume t at the 
Gerbrandy and _Alom ah-rguhe a ges is a set of indi~idual concepts,9 and that the 
domain over which a w p rase ran 
===--------:---;--:-;---:-=--;.=-:::::- bl to give a partition-based analysis of mention-some . • iple there 1s no pro em 

5Notice that m prmc ·b·l·tes might be finer-grained than worlds. 
. • ly assume that P0851 1 1 1 h I t f l questwns; we s1mp ed d . . -theoretic approach to se ect t e e emen s o a sea e 

Gsee Merin (1997) for a relat ec1S10n 
d • scalar implicatures. · f ·fi t· b · I relevant to etermme . ob ·ects will do to figure as domam o quant1 ca ton , o v1ous Y; 

7Not any set of coarse-gramed J . t tion when there is no mutual overlap between the 
, b. t can only come m o ques . . f h 

a set of 'vague o Jee s . h uld be able·to think of the set as a part1t1on o t e most 
precisifications of its elements, i.e. we s o . . . 
fine-grained domam D • es and demonstratives are treated as ng1d designators, 

8 . b • that when both proper nam . 
It is o v10us d' t d to be always uninformative. 

both answers are wrongly pre IC e r allowed· it is not allowed that there are worlds in 
sets of concepts are neve ' 

9 Just as before, some domain of quantification overlap, i.e. have the same denotation. 
which two concepts of the relevant 
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relevant set of individual concepts depends on the method of identification. The 
meaning of the interrogative sentence itself is highly underdetermined, because it 
depends very much on the contextually given method of identification. Gerbrandy 
and Aloni assume that the relevant method is just given, but once we assume a 
decision problem as a relevant contextual parameter, something more can be said. 
Just as before, the domain over which the whrphrase of an interrogative ranges is 
the one for which the resulting question would have the highest utility. 

4 Conclusion and outlook 

In this paper I have shown that by relating questions to decision problems, we can 
determine the utility of (unambiguous) questions in a natural way. Moreover, I have 
argued that this measure is relevant for linguistic applications, because it might help 
to determine the actual question expressed by an interrogative sentence. I think 
this is yet one more argument for the claim that what is actually said ( and not just 
meant) by a sentence crucially depends on the attitudes of the participants of the 
conversation. 

In this paper I have made two non-trivial assumptions; (i) asking a question is 
always cost-free, in particular, the questioner doesn't mind to make his intentions 
fully explicit and never tries to hide them, and (ii) the respondent will always answer 
the question by giving the complete answer; it is assumed that the respondent is 
fully informed and fully cooperative. In daily life, however, these assumptions cannot 
always be made; agents do not always want to 'give away' as much information as 
they should according to the analysis used in this paper. It remains to be seen in 
how far we can extend our analysis when we give up these assumptions. 
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Towards a Semantic-based Theory of 
Language Learning 

Isabelle Tellier 
L b . d'I & t·gue Fondamentale de Lille, equipe Grappa a oratotre n1orma 1 

Abstract · d • f · le has recently emerged m the omam o 
The notion of Structural Examp Id d.ffi 1 bl f learning · · Ive the o 1 1cu t pro em o 

grammatical mference. It allows to so b h d h structure . . 1 b t seems to e a very a oc a grammar from pos1t1ve examp es u & 1 · of the 
• • fi st propose a 1orma version for this purpose. In this article, we If h • 

· · · · · d Structural Examples. Wet en give a Pnnc1ple of Compos1tionahty base on 1 d · 
· h th Structural Examp es use m 

sufficient condition under wh1c e d th · semantic 
• • • & d from sentences an elf 

grammatical mference can be mierre b 11 -1 ble 1·n the 
· · d to e natura y ava1 a 

representations, which are suppose h S t 1 Examples 
· · · h • r mot er tongue. true ura 

environment of children leammg t el . b yntax and · · · d. ate representation etween s 
thus appear as an mterestmg mterme 1 d 1 f 1 1 mi·ng where 

• • & rmal mo e o anguage ea semantics. This leads us to a new 10 
semantic information play a crucial role. 

1. Introduction . . 
Th bl f f al inference from positive examples consists m 

e pro em o gramma ic . .f a formal grammar from sentences it 
the design o~ algorithms abl~ to ident~ Y of the roblem of children language 
generates. It 1s the computational vers1?n P 
learning and is then of great cognitive mtereSt• . .. t 

· f ative enough to specify a grammar. 1 
But strings of words are not m orm 1 1 . t 1 able from 

l f regu ar anguages 1s no earn has been proved that even the c ass o 
positive examples in usual models ofleamin~ ([4, !4]). . . . 

T h. ct·ffi It a recently mvest1gated solution consists m 
o overcome t 1s 1 1cu Y, . . d ([2 h Jeamer mstead of stnngs of wor s , 

providing Structural Examples to t e . 1 • lified version of 
6, 7, 10, 11]). A Structural Example is a more or ess simp 

the syntactic ( or analysis) tree. f . . · t f view as 
But this solution is not very satisfying rom a co~mtive pom O f t'h. 

unnatural species The purpose o 1s 
Structural Examples seem to be very f S 1 E • 1 a relevant 

· · · · tation o tructura xamp es, as 
article 1s to provide a new mterpre . Th. . t t·on allows · . nd semantics. 1s mterpre a 1 
mtermediate level between syntax a d fi . . f h p · nciple of 
to formulate a simple rule-based e mition ° t e n . 

· • · · b d model of natural language learnmg. Composltionahty and a semantic- ase 

2 St t l E • 1 sed in Grammatical Inference . rue ura xamp es u . 
L II ·t· a tree whose leaves are taken among a fimte 

et us ca a compost ion . 1 · t 
vocabulary L and whose internal nodes are m<lexed by symbols be on~mtg 0 

·u note r=={g g } for some m eger a signature r. In the following, we wt 1• • •• , m ' 

m. 
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For any (context-free) grammar G, let us partition the set of rules of G and 
associate a unique symbol taken among r with each class. A composition 
built on the vocabulary 1: of G is said to be a Structural Example for G iff 
there exists a syntactic tree generating the corresponding sentence in G so 
that the composition is obtained by replacing every non terminal symbol of 
this syntactic tree by the symbol class of the rule used to rewrite it. 

Example 1: 
It is well know ([I]) that AB-Categorial Grammars are equivalent with 

context-free ~rammars, so the previous definitions can straightforwardly be 
adapted to this class. Let us define a basic AB-Categorial Grammar G' for the 
analysis of a small subset of English. Let 1:'={ a, man, John, Mary, runs, 
loves} be the vocabulary and {S, T, CN} the set of basic categories. In this 
set, S is the axiom, T stands for "term" and CN for "common nouns" . The 
assignment function f is then defined by : f(John)=f(Mary)={T}, 
f(runs)={nS}, f(loves)={(nS)/f}, f(man)={CN} and f(a)={(S/(nS))/CN} . 

The only admitted reduction rules, as usual, are called RI and R' I and are 
defined by: for any category A and B, Rl[A/B, B]=A and R'l[B, B\A]=A. 

This grammar allows to recognize sentences like: "John runs", "a man 
runs" or "John loves Mary" as follows (with a little abuse of notation, for 
readability, rule~ RI and R' 1 are used as if they applied on couples 
(word, category) mstead of on categories alone) · , . . 

1 R I [(John, T).(runs, nS)]=(John . runs, S) 
Rl [Rl [(a, (S/(nS))/CN).(man, CN)].(runs, nS)] 

=Rl[(a. man, S/(nS)).(runs, nS)]=(a. man. runs, S) 
R' 1 [(John, T).Rl [(loves,(1\S)ff).(Mary, T)]] 

=R' 1 [(John, T).(loves . Mary, 1\S)]=(John . loves . Mary, S) 
Let f'={g1, gz} . In AB-Categorial Grammars, the most natural partitioning 

of the set of rules is based on the distinction between the two directions of 
functional application : let then RI be indexed by g1 and R'l by g2. The 
Structural Examples for our grammar corresponding with the previous three 
analysis trees are then respectively : g2(John, runs), g1(g1(a, man)), runs) and 
g2(John, g1(1oves, Mary)) 

When r is reduced to a unique symbol, Structural Examples only display 
the branching of the syntactic trees without indication about the intermediate 
non terminal symbols, and are called skeletons. 

The problem of grammatical inference from Structural Examples consists 
in identifying a formal grammar from Structural Examples. It has been 
recently studied and partly solved when the set of rules is partitioned into one 
class (i . e. with skeletons) in [10, 11] or, like in the example, into two classes 
for Classical Categorial Grammars (or AB-Categorial Grammars) in (2, 6, 7]. 

Some of the algorithms providing • a solution to this new problem are 
com~utationally ~:ficient. But, when provided with sentences, trying every 
poss1bl~ c~mpos1t10n bas_ed on these sentences is computationally highly 
expensive m space and time and the result is a set of many compositions 
among which the Structural Example(s) is(are) indistinguishable. 
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3. The Principle of Compositionality 

Since Montague 's work ([8]), the Principle of Compositionality is often 
formally stated as a rule-based correspondence between syntactic and 
semantic trees ([5]). The interesting point to notice is that this 
correspondence between rules is independent of the nature of the 
intermediate non terminal symbols (or categories) appearing at the nodes of 
the syntactic tree. This means that the full syntactic tree is not necessary to 
obtain the semantic tree : the corresponding Structural Example is enough, 
provided that the partition of the syntactic rules made to define it coincide 
with the distinct useful semantic functions. 

To formalize this idea, let a Compositional Set <G, r, K, H> be composed 
of a (context-free) grammar G, a signature r, a mapping K associating each 
rule of G with a symbol of r (defining the partition of the set of rules of G) 
and a compositional meaning assignment H=<L, t, T> defined as follows : 

• L is a semantic representation language ; 
• t is a mapping associating each member of the vocabulary 1: of G with a 

unique meaning in L : as, in Structural Examples, we give up the categories 
of the analysis tree, t only depends on the vocabulary, so we have to admit 
here a non ambiguous meaning assignment for words ; 

• T is a bijective mapping associating each symbol gj in r with a semantic 
function noted hj, bjsm. 

H is a morphism applying on compositions. For any sentence w=u l ···un 
generated by G and any composition on w noted g*(w), H is defined by : 
H[g*(u l ···un)J=T(g*)[t(u 1 ) ... t(un)], obtained from g*(u 1 ···un) by replacing 
each Ui by t(ui), lsisn and each gj by T(gj)=hj, lsjsm. For every Structural 
Example g*(w), the evaluation of the expression H(g*(w)) represents the (or, 
in case of syntactic ambiguity, one of the) meaning( s) of w. 

Example 2: 
Let <G', f', K', H'> be a Compositional Set assigning meaning 

representations to the sentences generated by the grammar G' of Example 1. 
K' associates RI and R'l respectively with g1 and g2 and H'=<L', t', T'>. For 
sake of simplicity, L' is a typed (the typing system cannot be developed here) 
first order predicate logic augmented with lambda-calculus (i.e. an 
unintensional version of Montague's intensional logic). Furthermore : 

• t' associates each word u in 1: with a logical formula t'(u) in L' 
(respecting the types) . The logical translations of individual words are : 

* t'(a)=AP 1AQ13x[P 1(x)AQ1(x)] 
where x and y are individual variables and P 1 and Q1 variable predicates of 

arity I (as indicated by the indexes). 
* every other word u in 1: is translated into a logical constant noted 

t'(u)=u/ where i is the arity, only noted when i::c:1 (conjugated verbs are first 
reduced to their infinitive form). 

• T' is defined by : 
* T'(g1)=h1 where for every couple (a, b) in L', h1(a, b)=a(b); 
* T'(g2)=h2 where for every couple (a, b) in L', h2(a, b)=b(a); 
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The application of H' to the Structural Examples of Example l gives : 
H'[gi(John, runs)]=T'(g2)[t'(John), t'(runs)] 

=h2[John', run1 ']=run,' (John') 
H'[g1 (g, (a, man)), runs)]=T'(g1)[(T'(g1)[t'(a), t'(man)]), t'(runs)] 

=h,[h1(AP1AQ13x[P1(X)AQ1(x)], man1 '), run 1 '] 

=(AP1AQ13x[P1(X)AQ1(x)](man1 '))(run1 ') 
=3x[man1 '(x)Arun1 '(x)] 

H'[gi(John,g,(loves, Mary))]=T'(g2)[t'(John),T'(g1)[t'(loves),t'(Mary)]] 
=h2[John', h1(love2', Mary')] 
=love2'(Mary')(John'). 

Note that skeletons may not be precise enough to specify compositional 
semantics because as r={gi}, only one semantic function T(g1)=h1 is 
allowed. But, in the vast domain of computational linguistics, compositional 
logical-based meaning are classical and extensions of the basic version of 
Example 2 -to Lambek grammars for instance ([12])- can be defined. In some 
cases, the Curry-Howard correspondence specifies the mapping T. 

Structural Examples can thus be considered as the minimal basis 
necessary for the definition of compositional semantics. This link between 
Structural Examples and semantics can now help us interpreting where 
Structural Examples come from in the learning domain. 

4. A new learning model 
It is natural to suppose that when a child learns a language, she has at her 

disposal (heard) syntactically correct sentences together with their meaning, 
available in the environment (and pointed by the speaker). The corresponding 
computational situation is an algorithm which takes as input both 
syntactically correct sentences and (one of) their semantic representation(s). 

Let us suppose that the underlying linguistic system is a Compositional 
Set <G, r, K, H> where H=<L, t, T> and that the innate knowledge includes 
the sen:iantic la~guage L, the set r={gjhsjsm and the corresponding set of 
semantic funct10ns { hj h sjsm· The rule translation mapping T is then 
considered as universal and independent of the language to be learned. As in 
usual semantic-based methods of learning ([3]), word meanings (i.e. the 
mapping t) are also supposed to be already known when the grammatical 
inference starts. Only G and K remain to be learned. 

But to make use of the input data, we need more than the Principle of 
Compositionality : we need a property that we suggest to call Fully 
Compositionality. A Compositional Set <G, r, K, H> will be said Fully 
Compositional if for every sentence w generated (or recognized) by G and 
every composition g*(w) built on w, we have : if there exists a Structural 
Example g'*(w) for G satisfying: eval(H(g*(w)))=eval(H(g'*(w))) then 
g*(w) is also a Structural Example. 

To help intuition, this new definition can be considered as stating that if w 
is a syntactically correct sentence then any composition based on w and 
translated by H into a correct meaning for w (i.e. any compositionally-
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obtained meaning) is also a Structural Example for G. In other words, in a 
Fully Compositional framework, the evaluati?~ of_ the_ image b~ . H ?f. a 
composition can be used as a criterion for dec1dmg 1f this compos1t10n 1s m 

fact a Structural Example. . 
In this case, from input couples made of a sentence and (one of) its 

meaning(s), it is possible to infer Structural Examples. Figure 3 shows tw_o 
strategies for this, called forward and backward inference b~cause of thelf 
similarity with usual forward and backward chaining in deduct10n theory. 

fi r any <w, m> where w=uJ .. ,Un is a 
0 . • 
sentence and m ( one of) its meaning 

for any <w, m> where w=UJ -· ·un is a 
sentence and m ( one of) its meaning 
representation( s) do : 

representation( s) do : 
• found <- false ; 

•found<- false; 

• while NOT (found) do 
• while NOT (found) do : 

* try a composition on the semantic 
* try a composition e=g*(w) based 

translations : k=h *(t( u J ) ... t( un)) : 
on w; 

* if eval(H(e))=m then found <-true; 
* if eval(k)=m then found<- true; 

• return((T-l(h))*(w)) 
• return(e). 

Figure 3 : forward and backward inference of Structural Examples 

Both algorithms are in the worst case exponential i~ time but only linear 
in space, since only one candidate Struc~ural Examp~e 1s stored ~~d che~ked 
at the same time. The total number of different possible compos1t10ns g (w) 
defined from a signature r={gj ltsjsm where e~ch gj is of arit~ 2 based*onn-~ 
sentence w=u1 ... un composed of n words with nd equals. C(n-1) m 
where C(k) is the Catalan number defined by C(k)=(2k)!/(k!(k+l)!) for any 
kEN (the Catalan number C(k) counts the number of binary trees with k 

internal nodes, that is with k+ 1 leaves). 
But much better efficiency can be obtained by taking into account the 

arities of word meanings in the backward inference algorithm, as follows. 

Example 3: . . . 
A natural simple heuristic is the following : "when try1_ng a com~os1~1on 

on a sequence of semantic expressions, fi~~t try th~ funct10n_al apphc~t10ns 
between two logical expressions whose ant1es are m decreasmg order • Let 

us apply it to our examples sentences : 
• from the sequences of word meanings : "John', run' 111

, and 
"AP,AQ,3x[P1(x)AQ1(x)] , man,', run1'", the only semantic compositions 
respecting the heuristic are the only ones which are also Stru~tu~al Examples. 

• from the sequence: "John', love2', Mary"', the heunst1c selects two 
semantic compositions among eight possible, including the correct one. 

5. Interpretation 
The learning strategy for natural languages proposed here ~pplies i~ two 

steps. The first step, where semantic information play a crucial role, 1s the 
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inference of Structural Examples. Althou h . . 
compositional syntactico semantic fi g It remams to be proved, usual 
Compositionality propert;. In this ca::n;works seem to satisfy th~ Fully 
from strings of words and s f , tructuraJ Examples can be mferred 
~nference of a grammar from ~::::~r:~~;sentations •. The second step is the 
mteresting partial solutions St t I E amples which has already received 
intermediate representation betw rue ura xamples thu~ appear as a crucial 

Note th t h h een syntax and semantics. 
a w en t e full target is rea h d h 

will be able not only to parse ~ ~ ' t e syStem applying this strategy 
to associate a meaning with ~?nt:~t~c~ ly correct senten~~ with G, but also 
learning to understand ([13]) Th_w IC ts the exact cogmt1ve definition of 
formal alternative to usual • u::1 new conc~ption o~ language learning is a 
psycholinguistic opinion that ~ " k y s~ntact1c theones and it meets the 

• nowmg a Jang • k . 
translate mentalese into strings f d . uage IS nowmg how to 

0 wor s and vice-versa " ([9]). 
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A Different Game? 
Game Theoretical Semantics as a New Paradigm 

Louise Vigeant 
Department of Linguistics 
Stanford University 

Hintikka distinguishes two types of language theories: rule-oriented and 
game-oriented. His examples of rule-oriented language theory are Government and 
Binding syntactic theory and Montague semantics. The game-oriented viewpoint 
is best represented by Game Theoretical Semantics. Hintikka believes that Game 
Theoretical Semantics is different enough from other approaches to constitute a 
paradigm shift in the study of language (Hintikk:a, 1990). In this paper, I will look 
at two interrelated issues. The first is whether Game Theoretical Semantics can be 
truly considered a drastic move away from a rule-oriented interpretation of 
language. The second is what condition would need to be fulfilled to constitute a 
paradigm shift for semantic theory. I agree with Hintikk:a that the later 
Wittgenstein does give a radically different view of language. However his 
contribution was not only to introduce games into the discussion but also to make 
us reevaluate the connection between truth and language. 

In the early seventies Hintikka and his collaborators began developing Game 
Theoretical Semantics as an alternative semantic theory. It is very clear that this 
semantic theory is an instantiation of what Hintikk:a believes to be Wittgenstein's 
idea of a language game: 

It is here that the language-games of seeking and finding which I have discussed 
elsewhere and which I gave argued to constitute the logical home of quantifiers are 
useful also for the purpose of evaluating Wittgenstein ... They supply examples of 
language-games of precisely the sort we expect to find but do not in Wittgenstein. 

(Hintikka, 1976:pg. 16) 

The games that Hintikk:a uses to illustrate his conception of Wittgenstein's 
philosophy are not obvious candidates. The most salient reason for this is that 
Wittgenstein does not delimit what constitutes a game. 

The connection between Wittgenstein and Game Theoretical Semantics can be 
found in Hintikka's interpretation of his philosophy. In Investigating 
Wittgenstein both Merrill and Jaakko Hintikka provide an interpretation of 
Wittgenstein which they feel is a departure from the standard explanations of his 
writings. Specifically, they reject the claim that the main goal of philosophy 
should be therapy. Rather, they see Wittgenstein's philosophy as an extended 
theoretical project. The first major change in the thinking of Wittgenstein is a 
movement away from a phenomenological theory of language to one that is 



physicalist. At the base of the theo of lan • 
objec~s. Knowledge of these objecis could~; i~e th:b:ac~at~~ are simple 
expenence which is mediated through our s h ne uectly from d . . enses - t us the pheno 1 
escnption of the philosophy of the Tractatus A • • ~eno ogical 

the later Wittgenstein sheds is the view that a ;pri ccor?i;g to the Hmtikkas, what 
de~cribe our ordinary language. mary anguage was necessary to 

This l_oss of a mediating language between our lan • 
necessitated a shift in Wittgenstein's explanat ~e • and reahty also 
1986). By having simple ob,iect th ofiry strat~gy (Hmtikka and Hintikka 

• J s as e oundat10n f h" r ' 
Wittgenstein was able to maintain that there was ad" t 1~ bis ear ier theory, 
the object-name. The Hintikkas ar uec i etween object and 
'ineffable'. The difference in the 1:: :~t the ac~ua! nature of this relationship is 
between language and reality need n t b ittgenstem is that the connection we make 

language games that the relation ben::eene ~ :;:t~ry. d I! is throu~h the ~laying of 
understood. J c an its name is established and 

A language game gives a resting plac h d" • 
our linguistic abilities makes sense. ~ ere eiscussion of rules as ~ de~cription of 
their rules but rules can't be disc d ~ games can be descnbed m terms of 
which they are found A d~sse wi o~t first some reference to the game in 

· s a 1rect reflection of ff f kk , • 
Wittgenstein's philosophy, the explanation Game mi . as mterp~etation of 
for our understanding of languag . th . Theoretical Semantic provides 

e is e connection bet,we 1 
through the games which are described in the . . en anguage and reality 
way that'this theory represents a de artur ti theory (Hmtikka, 1~76). It is in this 

Game Theoretical Semantics anJyses ~a:om standard semantic theories. 
It is the role of one of the players of th guage as_ a game between two players. 
Verifier, and for the other player to f. 1 ~tai;;e to venfy the sentence, initially the 
true if the Verifier has a . . a s1 t e sentence. A sentence is defmed as 

. . winnmg strategy for the gam It • h" 
defirut10n of truth that identifies Game Theo . e: is t is strategic 
language theory ff f kk fi retical Semantics as a game-oriented 

. m 1 a ocuses on quantifiers t ·11 • 
definition of truth. He concei· th 1 ° i ustrate his strategic ves e anguage game s d. • 
two person game of seeking and fi di urroun mg quantifiers as a 
object that will either falsify or ve:fy ~!· The players mu_st seek and find and 

surrHo':111~kking thhe quantifier says and the rol: ::;t:n;l:y~:p:::~:~h:ng:::t the rule 
mti a as asserted th t G Th • • 

language theories. In effec~, h;r:: sa;:~et~~a~ s;.mru;:ics is ~ paradigm shift in 
semantics. According to Kuhn th d a is t eory is a revolution in 
. , e a vent of a paradigm h"ft • 
mtroduction of a new scientific theory th t • bl s i is marked by the 
the precursor but certain anomal· th t a is a e to cover not only the facts of 

. ies a were not ex r bl • h 
Hmtikka is quite clear how his th . P ica e m t e old theory. 
that the dominant theory (i"n h" ed~ry is ~ble _to. account for certain linguistic facts 

is 1scuss1on it is Chom ki • 
unable to explain I will not add e th" . s an syntax) is currently · r ss is pomt. 

The more salient issue is whether or not this theory represents a different 
'conceptual scheme' than its forebearers. This is the distinction that I think 
1Iintikka is most heavily trading on. Since there is no agreed upon definition, I 

will use a very broad description of paradigm change: 

'fhe transition from a paradigm in crisis to a new one from which a new tradition 
of normal science can emerge is far from a cumulative process, one achieved by an 
articulation or extension of the old paradigm. Rather it is a reconstruction of the 
field that changes some of the field's most elementary theoretical generalizations 

as well as many of its paradigm methods and applications. 
(Kuhn, 1962: pg.85) 

1 have no method of judging how well Game Theoretical Semantics has managed to 
reconstruct the field of semantics' generalizations, methods and applications. 
Instead, I will focus my attention on the question of whether or not Hintikka's 

theory is an extension of current language theories. 
The first major difference between Game Theoretic Semantics and rule-

oriented semantic theories is the little emphasis that it places on syntax. Hintikka 
is especially critical of Chomsky and his Government and Binding theory of 
syntax (Hintikka, 1990). His attack of Chomskian linguistics is based on his 
assertion that it is an example par excellence of a rule-oriented language theory. 
The goal of a syntactic theory is to give all and only the well-formed sentences of 
a language. This theory is argued by Chomsky to constitute our knowledge of 
language as is evidenced by his competence/performance distinction. The 
problems associated with this type of explanation of language are thoroughly 

explored in Kripke's famous rule-following discussion. 
Hintikka however does not seem to be entering into a high level debate about 

knowledge of language. Rather as with most semantic theories, his interest is with 
a proper characterization of the link between language and the world. Government 
and Binding theory quite conceivably falls short on this front but that is not its 
primary goal. Analogously, a discussion of Game Theoretic Semantics as a 
syntactic theory is a bit misplaced. Though Hintikka may not have a particularly 
well developed syntactic component, he is not without syntax. The role of the 
ordering principle is to control the application of the semantic rules. It is 
equivalent to a very simple syntax. Whether one has a little or a lot of a syntax in 
this particular context seems a rather uninteresting question. 

The second and more striking difference is that Game Theoretical Semantics 
does not follow Frege's principle and is non-compositional. The specific problem 
that is used to illustrate this property of the theory is branching quantifiers. 
These are logical formula where the quantifiers are independent of each other in 
the interpretation. Informationally independent quantifier are not in the scope of 
each other. There is no way to represent this in a purely linear representation 



such as would be found in first order logic. Game Theoretical Semantic • 
. d s~ 

~qmppe to cope with these situations as the movement of .the players are 
mdep~ndent o~ each other and it through the choices of the players that the 
quantifiers are mterpreted. 

Branching quantifiers are at odds with the principle of compositionalit 
because they can't be interpreted without reference to the context within th Y 

Th . . ey 
appear. e importance of the drum that Game Theoretical Semantics is no _ 
compositional is hard to evaluate because of recent work by both Hodges an: 
Jan_ssen. Hodges presents a semantics for what he calls 'Independence-Friendly' 
logic. The. str~tegy that a player uses need not be blind. Decisions made by a 
player earlier m a game can provide input into later choices. Janssen provides 
what h~ terms a 'Uniform-Friendly' logic. The choices a player makes are 
constramed so that whatever decision is made will result in a win. The definition 
of trut? in Game Theoretical Semantics is in terms of strategy and winning 
s~rategies can be defmed as a set (As). The interpretation of a formula can be 
given as a set of assignments. If the choice of assignments that the Verifier gives a 
fo~ula is from _As, she is guaranteed a win (Janssen, 1997). Though Hintikka's 
onginal conception of this theory may have been non-compositional, work is 
currently under progress that questions this assumption. 

Is a strategic definition of truth enough to consider Game Theoretical 
Semantics a paradigm shift? The new conceptual scheme that this definition of 
truth represents is supposed to be a reflection of Wittgenstein and his discussion 
oflanguage in the Philosophical Investigations. It is the use of language games as 
~n explanato_ry mechanism that is different and new. This appeal to Wittgenstein 
is a touch nsky. It leaves Hintikka open to a Wittgensteinian rebuke of his 
t~eory. The wide-ranging use of the word 'game' in the Investigations makes it 
difficult to pin this term to any definitive description of games as Hintikka has 
sought to do. 
As an opening salvo to the much debated section on what it is to follow a rule 
Wittgenstein looks at a possible definition of a proposition: ' 

And to say tha~ a proposition is whatever can be true or false amounts to saying: 
we call somethmg a proposition when in our language we apply the calculus of 
truth functions to it. 
(Wittgenstein, 1958: §136). 

Now as is often cited in Wittgenstein scholarship, it is irresponsible to pull 
random sentences out of the Philosophical Investigations and build arguments. 
However, I think the conclusion of this section is quite clear: 

. And the use of the words 'true' and 'false' may be among the 
constituent parts of this game: and if so it belongs to our concept 
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'proposition' but does not 'fit' it. 
(Wittgenstein, 1958: §136). 

A proposition cannot be defmed purely in terms of the ability to apply true and 

false to it. . . . • 
The building blocks of Game Theoretical Semantics are propositions. It is on 

these entities that the games are played. But there are no basi~ ass~ption_s ~bout 

1anguage games in the Investigations. Propositions do not mhabit ~ privileged 
sition in the thinking of Wittgenstein. That is because the connection between 

~:th and propositions is not an 'ineffable' link. It is as much open to questioning 

as other tenets in philosophy. 
Thus to create a semantic theory based in language games is a fairly complex task. 
It goes beyond defining a game frame-work in which to evaluate sentences._ Game 
Theoretic Semantics has focused purely on this aspect of the game paradigm. It 
also involves an evaluation of the building blocks of semantic analysis: 

propositions. Hintikka has not begun this process. 

The game-theoretical analysis of truth takes the meanings of primitive nonlogical 
constants of an interpreted first-order language for granted. This fixes the truth­
values of the relevant atomic sentences, that is, of all sentences that can serve as 
endpoints of a semantic game ... The fact that I am thus restrictin~ my task d~es 
not mean that I consider further model-theoretical analysis of meanmg 
unnecessary. My only reason for the restriction is that otherwise the scope of 
my enterprise would become unrealistically and unmanageably large. 

(Hintikka, 1995: pg. 233) 

At base, Game Theoretic Semantics is treating atomic sentences in exactly the 

same manner as model theoretic semantics. 
Treating the relationship between propositions . and truth as primitive is 

unproblematic for Hintikka because he believes that sentence meaning is 
'inextricably' linked to truth (Hintikka, 1995: pg. 233). This is a perfectly 
defensible view but not obvious is a theory that is supposed to be inspired by 
Wittgenstein. The 'fit' between propositions and truth is a puz~le that is in n_eed 
of some attention in Game Theoretic Semantics. More specifically, what is a 
game inspired definition of a proposition? I see no clear path to the answer of this 
question. I suspect that Game Theoretical Semantics may be simply too close ~ 
kind to its model theoretic brethren. The claim that Game Theoretic 
Semantics is a new 'paradigm' of semantic theories is premature. At the moment 
all that it has to distinguish itself is a different definition of truth. Many of the 
core assumptions of a rule-oriented semantic theory rest undisturbed. 
Wittgenstein's introduction of the notion of a 'language game' is more far-reaching 
than Hintikka's use of the notion in Game Theoretical Semantics. The relationship 
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b~twe_en propositions and truth is a tangible example of this. It is only in definin 
thi_s side o_f games too would Hintikka really have a paradigm shift r t d _g 
W ittgenstem. 00 e m 

Acknowledgements 

I woul~ like to thank Matthew Barrett, John Fry and Johan van Benthem for th . 
help with many of the ideas in this paper. A special thanks also goes to Da ~~ 
Beaver _and Stanle~ Peters for explaining some of the fmer points of aa:e 
Theoret~cal Semantics to me. Unfortunately, none of these people can be held 
responsible for the errors that may appear here. 

References 

Hintikka, J. "The Games of Logic and the Games oflnquiry". Dialectica. Vol. 49, 
no. 2 - 4: 1995 

Hinti\<lrn, J. "Paradigms for Language Theory". A Ph" 
49: 1990 eta Ilosophica Fennica. Vol. 

Hintikka, J. "Language-Games". Game-Theoretical Semantics 
B t D R . . ed. E. Saarinen. 

os on: . eidel Pub. Co., 1976. • 

Hintikka, M. and Hintikka, J. Investigating Wittgenstein. 
Publishing, 1986. New York: Blackwell 

Janssen, T. 1997: "A 
Interpretation of Logic". 
Amsterdam (ILLC). 

Compositional Semant· c. th G ics 1or e ame-Theoretical 
In Proceedings of the 11th Amsterdam Colloquium, 

Kuhn, T. The Structure of Scientific Revolutions. Chicago: Chicago Press, 1962. 

Wittgenstein, L. Philo h • l r • 1958. sop zca mvestzgations. New York: Blackwell Publishing, 

Plural Type Quantification 

Yoad Winter 
Technion 

fbiS paper introduces some of the main components of a novel type theoretical semantics for quantifi­
ation with plural noun phrases. This theory, unlike previous ones, sticks to the standard generalized 

c uantifier treatment of singular noun phrases and uses only one lifting operator per semantic category 
{predicate, quantifier and determiner) for quantification with plurals. Following Bennett ( 1974 ), plu­
ral individuals are treated as functions of type et . Plural nouns and other plural predicates accordingly 
denote ( et )t functions. Such predicates do not match the standard (et) ( ( et )t) type of determiners. Fol­
Jowing Partee and Rooth (1983) , type mismatches are resolved using type shifting operators. These 
operators derive collectivity with plurals, keeping the analysis of singular noun phrases, where no 
type mismatch arises, as in Barwise and Cooper (1981) . A single type shifting operator for determin­
ers combines into one reading the existential shift and the counting (neutral) shift of Scha ( 1981) and 
van der Does ( 1993). This operator combines the conservativity principle of generalized quantifier 
theory with Szabolcsi 's (1997) existential quantification over witness sets. The unified lift prevents 
unmotivated ambiguity as well as the monotonicity ill of existential lifts pointed out by Van Benthem 
(!986). 

Bennett's typing of plurals is based on the distinction between atomic entities of type e and sets of 
atomic entities characterized by et functions. This distinction is reflected in the lexical type of natural 
language predicates, which are divided into two subclasses: 1 

1. Atom predicates of the lexical type et, including intransitive verbs like sleep, sing and dance 
and nouns like student, teacher and committee.2 

2. Set predicates of the lexical type ( et)t (abbreviated ett), including intransitive verbs like meet, 
gather and disperse and relational nouns like friend, brother and colleague. 

Non-lexical predicates, inflected with number agreement features, may be of a different type than 
their lexical type according to the following rules of thumb. 

I. Morphologically singular predicates are of type et, even when their lexical type is ett . 

2. Morphologically plural predicates may get the ett type, even when their lexical type is et .3 

For example, the singular nouns student and friend and the singular verbs sleepI and meetI are of type 
et. The plural nouns studentI andfriendI and the plural verbs sleep and meet are of type ett . 

This typing is compositionally derived using the following denotations assumed for the (some­
times covert) number features +SG (singular) and +PL (plural). The +SG feature denotes the func­
tion that lowers an ett predicate to type et by unioning the singletons in its extension. The +PL 

1 In Winter (1998, 1999) I argue that the distinction between atom predicates and set predicates should not 
be the classical distributive/collective typology of predicates and suggest a new empirical test for the atom/set 
classification. 

2 According to the criterion mentioned in footnote I , and following Barker ( 1992) and Schwarzschild ( 1996), 
"group denoting" nouns like committee and senate have the same semantic type as other simple nouns. 

3In fact, as will be remarked below, plural predicates are assumed to be ambiguous between types et and 
ett. 
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feature denotes the identity function on ett predicates. Fo 11 . 
[+SG] - def rma y. 

- sg(ett) (et) = >.Pet t-A Xe. P ({x } ) 

[+PL] = id(ett)(ett ) ~ >.Pett -P 

Note that the +SG and + PL number features de . 
creates a type mismatch with atom . no~e funct10ns whose arguments are of 
Rooth (1983), this type mismatch trf;;:~~~es, which are lexically of type et . Followi~~p; ett. lnis 
cate fitting is defined as follows process of type fitting . The proposed operat artee and . ~~ 

P·~ 0 ~ 
:J' (et)(ett) = >.Pet-AAet -0 cf. Ac p 

This i~ the distributivity operator of ~ink 19 . 
tions hke meet and sleep common! d ( 83), which also resolves type mismatches . 

Th f II . , y use to argue again t B ' m coorct· 
e o owmg examples illustrate the use of th s ennett s typing. Ina. 

In ( 1 ), the pfit operator fits the et ty e of th e nu~ber feature denotations and the :fit 
number feature . In (2), with the set p d" e atom predicate student to the type of the st i°Perator. 
(I) a. [student] - [ pre icate meet, type fitting is unnecessary. ngu ar/pJurai 

- student+SG] = student' s 
sg (pfit (student')) - t d , et 9(ett)(et) - s u ent 

b. [students] = [student+PL] - t d ' . . - s u ent zd 
zd(pfit(student')) = >.A Q)..t et (ett)(ett ) 

(2 et• -r- A i;;:: student' 
) a. [meets] = [meet+SG] = s ' 

b [ ] [ g(ett )(et)(meetett) = >. x .meet'({x }) 
• meet = meet+PL] - 'd ( e 

- z (ett)( ett) meet:tt) = meet' 

(mismatch) 

(resolution) 

(mismatch) 

(resolution) 

. Note that ~he composition of the sin ular' . 
identity function on the et domain, as st!ted ~~::~ture denotat10n sg with the pfit operator gives the 

Fact I For every Pet -' sg(pfit(P)) = P. 

This means that in the proposed mechanism sin ular • 
dinotaq_on of atom predicates, just like plural ,;o h ~orphology has no_semantic effect on the lexical 
c ange _in the denotation of set predicates rp o ogy (whose meaning is id) does not trigger an 

Unlike predicates, all lexical determin~rs are y 
the !standard (et) ( ett) . In a singular sentence li:ssumed to range over atoms: their type is uniformly 
ana ys1s. e no student sleeps we get the f 11 . 

• 0 owing standard 

(3) no(et)(et t)(student:1)(sleep: t) 
¢:? student' n sleep' = 0 

In the singular sentence no com . 
derived u • h .f:: mlttee meets, the denotation f th · 

smg t e PJd and sg operators, which leads to th f II o . e singular set predicate meets is 
(4) no' . ' e o owmg (plausible) interpretation 

(et) (e tt)( comm1tteee1)( sg(pfit( (meet' ) ) ) • 
¢:? committee:1 n { Xe : meet:11( { x})} e~ 0. 

tw In plural sentences like no students slept or all th . 
een the (et) ( ett) determiner and the ett plural e c;m_m'.ttees met, we get a type mismatch be-

proces~es of counting and existential quantificationoun • . his IS resolved by combining two different 
cesses m full generality, consider the follow· n. To illustrate the semantic outcome of these pro 

mg example. -
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(S) exactly five students met. 

exact counting of students who met in (5) is achieved in two steps: (i) a conservativity step, 
111ersecting the denotation of meet with the denotation of students; (ii) a participation step, unioning 
:tn sets of sets that serve as arguments of the determiner. This leads to the following analysis. 

(6) exactly _5' (Upfit(student') )(u( meet' n pfit(student' ))) 
{:} l{ x E student': ::l A <;;; student'[x EA A meet' (A)]}I = 5 

1 words: the total number of students who participated in student meetings is exactly five . 
n fhe counting process is defined in general below as a relation between a determiner and two ett 

. t 4 pred1ca es. 

pefinition I We say that a determiner D( et )( ett) counts the ett predicates A and B , and denote 
,ount (D)(A) (B), ijf D(UA)(U(A n B )) holds. 

counting does not yet make sure a meeting of five students actually took place in sentence (5) , 
a.s intuitively required. For instance, if the only sets of students in the extension of the predicate 
,neetare the sets {s1 , s 2 } and {s3 , s4 , s 5 }, where s 1 , ... ,s5 are different students, then (6) is formally 
true whereas sentence (5) is intuitively false , or highly incoherent. To capture this effect, we add an 
additional existential process to the count condition. This process is a slightly modified version of 
the proposal in Szabolcsi ( 1997) to quantify over witness sets. A set W is a witness of a determiner D 
and a set A iff W s;;; A and D(A )(W) holds. The witness condition between a determiner D(et )(ett ) 
and two ett predicates is defined as follows. 

Definition 2 We say that a determiner D witnesses the ett predicates A and B, and denote 
wit (D) (A) (B), iff either An B = 0 or there exists WE An B such that D(UA)(W ) holds. 

In other words: D witnesses A ett and Bett iff whenever An B is not empty it includes a witness of D 
and UA. For (5), the witness condition derives the following requirement. 

(7) wit( exactly _5(et)(ett))(pfit(student:1) )(meet: tt) 
¢::} [:lA <;;; student'[A :/- 0 /\ meet'(A)]]-+ :lA <;;; student'[IAI = 5 /\ meet'( A)] 

In words: if any student(s) met then there was a meeting of exactly five students. 
In Scha ( 1981) and Van der Does ( 1993) the existential effect is obtained by a separate reading of 

determiners, in addition to a "neutral" reading that generates analyses as in (6) (cf. footnote 4). This 
ambiguity strategy suffers from the fact that neither reading is completely adequate to the semantics of 
sentences like (5). As mentioned above, the counting reading in (6) ignores the implication in (5) that 
a meeting of exactly five students took place. The existential reading (7) requires the existence of such 
a meeting, but creates a more severe problem pointed out in Van Benthem ( 1986:52-53): "existential" 
readings like (7) actually allow more than five students to participate in meetings in a sentence like 
(5). In this way, the existential reading counter-intuitively models all quantifiers as upward monotone. 

To solve these problems, the wit operator is devised so that it combines well with the counting 
reading into a unified operator for quantification with plurals. The conjunction of (6) and (7) correctly 
analyzes plural sentences like (5) without hurting the (non)monotonicity properties of determiners. 

4This counting process has semantic implications similar to the "neutral" reading of Scha (1981), which is 
defined in Van der Does ( 1993) as a relation N between a determiner, an f1. predicate and another ett predicate: 
N(D(et)(ett )) (Aet ) (Bett ) = count (D) (pfit(A)) (B) . 
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This conjunction yields the following general definition of the determiner fitting operator, mapping 
atom-based determiners to set-based determiners. 

dfit((et)(ettJ)((ett)(etttJ) d~ ,\D.,\A.,\B.count(D)(A)(B) I\ wit(D)(A)(B) 

The dfit operator derives an ettt type quantifier as the denotation of plural noun phrases. This 
leads to a type mismatch between such quantifiers and ett quantifiers, as for example in the following 
sentence. 

(8) All the students and every teacher smiled. 

This kind of type mismatch is resolved by a quantifier fitting operator that preserves the distributivity 
of singular quantifiers and is defined as follows. 

,I: def 
qJd(ett)(ettt) = ,\Qett·,\Aett-Q(sg(A)) 

In words: a quantifier qfit ( Q) holds of the sets of sets whose singleton members' union is in Q. Using 
the qfit operator, sentence (8) is analyzed as follows. 

(9) ( ( dfit( all(et)( ett) )(pfit( student:1))) n ( qfit ( every{et)(ett) ( teacher:1))) )(smile:1) 
? student' �~� smile' /\ teacher' �~� smile' 

Note that every and all are treated as synonyms, both of them denoting the subset relation between et 
predicates. 

The following facts on the resulting type fitting system show some of its semantic features. 

Fact 2 For all D(et)(ettJ, Aet, Bet: dfit( D)(pfit(A) )(pfit( B)) ? D( A)(A n B). 

This shows that for plural sentences like all the/no/exactly five students slept, where both the noun 
and the verb are lexically of type et, the truth conditions derived by type fitting are equivalent to the 
standard ones due to the conservativity of natural language determiners (D(A)( B) q- D(A)(An B)). 

Fact 3 For all D(et)(ett) E MON.j,, A11, Beu: dfit(D)(A)(B) ? count(A)(B). 

This shows that for sentences with right downward monotone determiners, the existential wit require­
ment within dfit is redundant. For instance, the meaning derived for sentences like less than five/no 
students slept/met correctly does not require any existence of a set of students that did something. 
This solves the Van Benthem problem for naive existential techniques. 

Fact 4 For all D(et)(ett), Aet, Bet: qfit(D(A))(pfit(B))? D(A)(B). 

This establishes the preserved distributivity of ett quantifiers qfitted to ettt. 

Remarks: 

1. Conservativity is preserved with collective quantification: D Ns Vis equivalent to D Ns are Ns 
that V also when N is a noun like friend or Vis a verb like meet. The conservativity step within 
dfit captures this fact. Lexical monotonicity of determiners is however not always preserved 
when they combine with ett predicates. For instance, all the students drank together a whole 
f?lass of beer does not entail all the rich students drank together a whole !?lass of beer, in contrast 
to the left downward monotone behavior of all with et predicates. The wit part of dfit captures 
this contrast, requiring that in the antecedent there was a set of students (not necessarily rich!) 
that drank together a whole glass of beer. This correctly cancels the _),MON entailment. 
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2. There is a need to allow plural predicates to get also the et type meaning of their singular form. 
For instance, the sentence all the committees met is ambiguous between two readings. One 
reading requires that there was a joint meeting of all the committees together. Another reading 
states that every committee had (its own) meeting. The first reading is already captured by 
the dfit operator, whose application is driven by the ett type of the plural noun committees. 
This type of plural nouns is in turn driven by the denotation of the plurality feature +PL. The 
second reading can be obtained by stipulating that the +PL feature is ambiguous between the 
id(ett)(ett) meaning assumed above and the sg(,tt)(et) meaning of the +SG feature. Using the 
latter reading, all plural sentences can also get the standard uniform analysis of quantifiers in 
Barwise and Cooper ( 1981), in addition to their lifted meaning as derived in this paper. 
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sentences of LF/E we may define a set of preferred worlds G indistinguishable 
regarding their goal status G = { w I ,wRw I\ :3v : wRv }. A state of satisfaction 
a'= (P, 0) is reached after (1) an agent receives an information Est(,p) in state 
a such that : a E M I\Vw(a, w t= 'P --> w E Gu) I\ [Est(rp)]o- = a', or (2) an 
agent in state a receives an order Fiat (,p)such that: a EI/\ [Fiat (rp)] a= a'. 

Fiat/ Est logic is decidable. A simple decision procedure may be given under 
some simplifying assumptions (by reducing the set of compound sentences to 
•'P, <p I\ 1/J, ◊rp and by weakening metaphysical modality to EE: [Est (EE ( <p ))] a = 
a' iff Va" (a" =Ra'--> [M (,rp)] a" E F), etc.) .The decision procedure consists 
in creating two interconnected 'world elimination tables' in which worlds are 
eliminated according to the semantics of sentences, and in testing whether the 
conclusion is accepted. 
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