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Presuppositional Discourse Representation Theory

Emiel Krahmer

1 INTRODUCTION

In this paper we will study presuppositions from the perspective of Discourse Rep-
resentation Theory (DRT). To do this we will extend the system of Double Negation
DRT, discussed in Krahmer and Muskens (1994, 1995), with presuppositional rep-
resentations. The resulting system will be referred to as Presuppositional DRT. As
far as the interpretation is concerned, Presuppositional DRT will turn out to be
closely related to Beaver’s Kinematic Predicate Logic and van Eijck’s Error-state
Semantics for DPL (both incorporating a form of partiality in a dynamic seman-
tic framework),! although we shall propose a different treatment of negation and
disjunction. On the other hand, the representations of Presuppositional DRT will
show great resemblance to those employed by van der Sandt in his presuppositions-
as-anaphora theory.?

Thus, Presuppositional DRT may be associated with two different approaches
to presuppositions: a semantic one in the tradition of Karttunen, Heim, Beaver,
van Eijck and others, and an algorithmic one in the style of van der Sandt’s
presuppositions-as-anaphora approach. The resulting picture obviously enhances
comparison between the two approaches, but in this paper we will also discuss an
additional advantage: taking Presuppositional DRT as an alternative foundation
improves the presuppositions-as-anaphora theory. We will not propose any signif-
icant changes to van der Sandt’s theory, rather we will show that merely defining
van der Sandt’s presupposition resolution algorithm on top of Presuppositional DRT
instead of standard DRT has a number of advantages.?

The rest of this paper contains the following sections. In section 2 we discuss van
der Sandt’s theory in more detail. In sections 3, 4 and 5 we present Presuppositional
DRT (the formal system, the applications and a method to calculate the semantic
presupposition of arbitrary DRSs). In section 6 we re-discuss van der Sandt’s theory,
but now in terms of Presuppositional DRT. In the two final sections some of the
questions raised by the present perspective are discussed.

2 PRESUPPOSITIONS AS ANAPHORA

In the late eighties, Van der Sandt observed that there is a striking correspondence
between the behavior of anaphora in discourse and the projection of presupposi-
tions in complex sentences (Sandt (1989)). This observation is the crux of the
presuppositions-as-anaphora-theory, in which it is proposed to resolve presupposi-
tions just like we resolve anaphoric pronouns in DRT. Van der Sandt formulates
the presuppositions-as-anaphora approach in terms of a modified version of DRT,
which differs from standard DRT only in the way DRSs are constructed. In standard
DRT, the construction algorithm turns (the syntactic tree of) a sentence into a DRS,
and pronouns are resolved en route. In the presuppositions-as-anaphora theory a
curtailed version of the construction algorithm (which does not resolve anaphora)
produces a so-called S-DRS for a sentence, syntactically defined as follows:

1See Beaver (1992, 1993, 1994, 1995) and Eijck (1993a, 1993b, 1994) respectively.

2See Sandt and Geurts (1991) and Sandt (1992), and the extension in e.g. Geurts (1994).

3In spirit, Presuppositional DRT can also be compared with the system of Zeevat (1992). Zeevat
proposes a reformulation of van der Sandt’s theory in terms of Update Semantics and compares this
reformulation with other approaches to presupposition, in particular the one found in Heim (1983).
But where Zeevat re-defines van der Sandt’s theory in the formalism of Update Semantics, we will
leave van der Sandt’s representational theory essentially untouched. An alternative approach can
be found in Fernando (1994), where syntactic translations are used to produce the presuppositions
of dynamic formulae.
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If z4,...,x, are variables, ¢1,..., @, are conditions, and ®q,..., Pk
are S-DRSs, then [z1,...,2, | ¢1,...,0m | D1,..., Pk is an S-DRS,
n,m,k > 0 (Sandt (1992:354)).

In a pictorial format an S-DRS looks as follows:

(DRS 1) T1,--,Tn
P1

@

So, an S-DRS can be seen as a standard DRS with embedded (S-)DRSs ®; added,
each representing an elementary presupposition. Notice that since the presupposi-
tional ®; are S-DRSs as well, they may themselves contain embedded presupposi-
tions. In this section we will often use the term ‘DRS’ to refer to an S-DRS, trusting
that this will not lead to confusion.

2.1 Resolving presuppositions

After an S-DRS has been constructed, the presuppositional representations (if any)
are resolved in the context of the representation of the discourse so far. In van
der Sandt’s theory, resolving a presupposition amounts to either binding or accom-
modating it. For this purpose, a presupposition resolution algorithm is developed,
consisting of three consecutive stages, beginning with:*

ONE: Try to bind the presuppositional DRS as low as possible.

Since it is assumed that presupposition is just a species of anaphora, we start with
looking for a suitable, accessible antecedent. As usual, accessibility is determined
by the structure of the relevant DRS. But now we can also say something about the
suitability of the antecedent: it has to satisfy the conditions of the presuppositional
DRS.? Consider (1) and van der Sandt’s representation (DRS 2).

(1) If France has a king, then the king of France is bald.

(DRs 2)

x
king of France(x) bald(y)

Y
king of France(y)

Here the consequent consists of two DRSs: one embedded DRS representing the
presupposition triggered in the consequent of the implication in (1) (‘there is a
king of France’) and one representing the assertion (‘he is bald’). To resolve the
presupposition, we look for an accessible, suitable antecedent, and obviously we

4For the formal details, see any of the references given in footnote 2. -
5In fact, van der Sandt also allows for partial matches between presupposition and antecedent,
but for now we will ignore this possibility.
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find one in the antecedent-DRS, namely z. So, we can bind the presuppositional
DRS: the representation of the elementary presupposition is taken away from the
consequent-DRS and ‘moved into’ the antecedent-DRS. To round things off, all free
occurrences of y are replaced by its newly found antecedent, x:

(DRs 3)

T
king of France(z) =  bald(z) |

Notice that (DRS 3) is also the standard DRT representation for example (2). In
fact, the parallel between examples like (1) and (2) is one of the suggestive facts
discussed by van der Sandt to motivate his presuppositions-as-anaphora approach.

(2)  If France has a king, then he is bald.

In this case, we easily succeeded in finding an antecedent, and hence in binding the
presupposition: there was only one possibility. If there is more than one possible
antecedent for a presupposition, van der Sandt’s algorithm prefers binding to the
lowest antecedent, i.e. the closest accessible discourse referent.

It is also possible that we have checked every accessible DRS without finding a
possible antecedent for the presupposition, not even on the highest possible landing-
site: the main DRS. Then we go the next phase of the resolution algorithm:

TWO: If binding a presuppositional DRS fails, try to accommodate it as
high as possible.

Accommodation of a presuppositional DRS ® in some DRS ¥ simply amounts
to adding ® to ¥, i.e. we replace ¥ with the merge of the two DRSs ® and 0.
When trying to accommodate a presuppositional DRS we first try to accommodate
in the main DRS (‘global accommodation’), before we attempt accommodation in
lower (sub-)DRSs (‘local accommodation’). Consider example (3), with its DRT
representation (DRS 4).

(3) If a farmer owns a donkey, he gives it to the king of France.

(DRs 4)
z,y -
farmer(zx) gives(z, y, 2)
donkey(y) | = 3
ouns(z, ) king of France(z)

To be precise, this DRS is already partially resolved; the representations of the
pronouns he and it have been bound to the antecedents a farmer and a donkey
respectively. One presuppositional DRS remains, expressing the elementary pre-
supposition that there is a king of France. Obviously, binding it is out of the
question, since none of the accessible discourse referents satisfies the condition that
it is a king of France. So, we attempt to accommodate the presupposition. That is:
we remove the presuppositional DRS [z | king of France(z)] from the consequent,
and merge it with what is left of (DRS 4) after the removal of the presuppositional
DRS, which gives the following.
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(DRs 5) z
king of France(z)

"1:7 y

farmer(zx)
donkey(y)
owns(z,y)

giUES(:E, Y, Z)

Accommodation is a very strong mechanism, and therefore van der Sandt requires
the result of accommodation to satisfy certain constraints. One obvious constraint
is that variables may not end up being free after accommodation. Moreover, the
result of accommodation must satisfy certain general, independently motivated con-
straints: it has to be both informative and consistent. Roughly, accommodating
¥ in ® with @' as output is (i) informative if the set of models which support @’
is a proper subset of the set of models supporting ® and (ii) consistent if there is
at least one model satisfying ®’. If accommodating a presuppositional DRS at a
certain level violates one or more of the constraints, we try to accommodate it on
a lower level. If no accommodation is possible, we come to the last phase:

THREE: If both binding and accommodation fail: Give up
This would happen with an example like (4):
(4) There is no king of France. ?? The king of France is bald.

If the reader constructs a mental DRS for this example, she may easily verify that
binding the presupposition that there is a king of France (triggered by the definite
description in the second sentence) will not succeed since there are no accessible an-
tecedents, and similarly any accommodation will violate the consistency condition.

Van der Sandt’s presuppositions-as-anaphora theory has several highly attrac-
tive features. It uses a single mechanism for presuppositions and ‘ordinary’ anaphora,
and it has an integrated analysis which treats binding and accommodation as two
sides of the same coin. Moreover, on the empirical side it does remarkably well.
In general, it is fair to say that there is no other theory (static or dynamic) which
deals in a successful way with quite the same range of data as the presuppositions-
as-anaphora approach. Nevertheless it raises a few questions as well.

2.2 What is a presuppositional DRS?

To begin with, van der Sandt modifies the syntax of DRT so as to include presup-
positional DRSs in it. But, there is no interpretation for these new S-DRSs. One
can argue that representations such as (DRS 2) are in fact proto DRSs; i.e. they
are still under construction. To some extent this position can be defended: the
representation s under construction since some anaphoric elements are still to be
resolved. And, when they are all resolved, the net-result is a standard DRS which
has a perfectly normal interpretation. On the other hand: we would like to have
an interpretation for any expression of the DRS language. By comparison, the
proto-DRSs which occur in Kamp and Reyle (1993) are not elements of the DRT
language; they are just partly dismantled syntactic trees with a box around them.
So we have two options: either representations like (DRS 2) are indeed proto-DRSs,
and hence they are not elements of the proper DRT language (and thus do not
require interpretation). Or, we do not treat them like proto-DRSs but like ordinary
DRSs, and then they do require an interpretation. Here we will argue for the second
option. We shall see that Presuppositional DRT can be used to give an interpre-
tation to S-DRSs. Moreover, it will be shown that having such an interpretation
actually has several positive effects.
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3 Procedural vs. declarative _ '
For example, van der Sandt has observed Fhat his (procedural) way of resolving
presuppositions we just sketched ‘(...) obvzously leads to p'roﬁlems whevn we check
for logical properties such as consistency or entailment. For mtcrpretatzop and de-
termination of these logical properties can only ensue after full resolution of all
anaphoric ezpressions.’ (Sandt (1992:362)). After all, S-DRSs do not have an in-
terpretation, ordinary DRSs without embedded presuppositions do. Hencc in more
complex cases, the procedural version of the algorithm will involve ‘a substantial
amount of backtracking’ (Sandt (1992:ibid.)). Therefore, van der Sandt opts for a
more declarative approach: for an unresolved S-DRS @ a set of all logically pos-
sible resolutions for @ is constructed. That is, every possible resolution is carried
out and interpreted. By the underlying principles we discussed above (binding as
low as possible, accommodation as high as possible, binding preferred over accom-
modation), this set of logical possibilities is partially ordered, and the resolution
which occupies the first place in the ordering —the preferred reading— will also
be the output of the procedural version of the resolution algorithm. For simple
sentences the difference between the procedural and the declarative approach is not
very important, but when considering longer stretches of text the set of all logically
possible resolutions may turn out to be rather big, and computing all of them may
take some time. If there is an interpretation for presuppositional DRSs we can
check the logical properties on the spot, and the procedural algorithm will not run
into problems; we can stop when we have found one satisfactory resolution.® Of
course this does not mean that we have to stop: if we wanted to, we could continue
searching for less preferred resolutions as long as we like.

2.4 Accommodating failing presuppositions
Consider example (5).

(5) It is not the case that the king of France is bald.

On van der Sandt’s approach this sentence will be represented by (DRS 6).

(DRS 6)

bald(y)
- Y
king of France(y)

Once this representation is constructed we try to resolve the presuppositional DRS.
Binding it is not possible, so we accommodate the presupposition in the main DRS,
which obviously does not violate any constraints. The result is depicted in (DRS 7).

(DRs 7) Y
king of France(y)

=)

bald(y)

Now suppose we interpret (DRS 7) in a model in which France has no king. In such a
model (DRS 7) is false; here van der Sandt essentially follows the Russellian scoping

6 - - -
Although having an interpretation for presuppositional DRSs leads to a substantial reduction
of the search space, some amount of backtracking is inevitable. See footnote 18 below.
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analysis. Kracht (1994) objects to this way of accommodating presuppositions (or
‘re-allocating’ them, as Kracht calls it) since he observes that an accommodated
presupposition should still be a presupposition. However, in van der Sandt’s theory
a presupposition loses its presuppositionhood when it is resolved. Notice that there
is no other option since presuppositional DRSs do not have an interpretation. In-
terestingly, van der Sandt remarks that we can restore the Frege/Strawson intuition
that a failing presupposition leads to undefinedness (...) by explicitly marking ac-
commodated material as such and making the embedding function dependent on the
status of the relevant markers’ (Sandt (1992:375)). In other words: accommodated,
presuppositional material has to be distinguished from simply asserted material.
When we define van der Sandt’s theory on top of Presuppositional DRT instead
of standard DRT, we can easily mark something as presuppositional, namely by
representing it as a presuppositional DRS. This would call for a small change in the
resolution algorithm: we accommodate the presuppositional DRS as a presupposi-
tional DRS. Thus, resolving the presuppositional DRS in (DRS 6) does not result
in (DRS 7), but in (DRS 8). To indicate that the presuppositional DRS has been
‘resolved’ it is marked with a 1.7

(DRs 8)

bald(y)

Yy i§
king of France(y)

As we shall see below the interpretation of a presuppositional DRS is defined is
such a way that in a model where there is no king of France, (DRS 8) indeed will be
undefined, as Frege and Strawson would have it.

2.5 Disjunctions
Consider the following (lexical variant of an) example discussed in Sandt (1992:368)
and its representation (DRS 9).

(6) Either there is no bathroom in this house, or the bathroom is in a strange

place.
(DRS 9)
z
strange place(z)
z e
| bathroom(x) Yy
bathroom(y)

The presuppositions-as-anaphora theory, based on standard DRT, predicts that
binding the presuppositional DRS [y | bathroom(y)] is not possible, since in stan-
dard DRT a (negated) left disjunct is not accessible for a right disjunct. Global

"Below we shall see that the free occurrence of y in the condition bald(y) is bound by the
introduction of y in the presuppositional DRS.
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accommodation of the presupposition triggered by the bathroom will not work ei-
ther, since it would represent the unacceptable discourse There is a bathroom in
this house. Either there is no bathroom in this house, or it is in a strange place;
it violates the consistency constraint for subDRSs. As a consequence, we have to
go for the least preferred way of resolving the presuppositional DRS: it is locally
accommodated in the disjunct it originated in. The resulting reading may be para-
phrased as either there is mo bathroom in this house, or there is a bathroom in this
house and it is in a strange place. It is questionable whether this really captures
the meaning of sentence (6). For instance, what if there are two bathrooms in this
house, one is and is not in a strange place? Be that as it may, Beaver (1995) shows
that things go wrong when considering the following, comparable example:

(7) Either Mary’s autobiography hasn’t appeared yet, or else John must be very
proud that Mary has had a book published.

Let us assume that being proud that S presupposes S, that is: the second disjunct
presupposes that Mary has had a book published. Van der Sandt’s theory predicts
that the most preferred reading of (7) is the one involving global accommodation.
Binding is again not possible, but the global accommodation of Mary has had a book
published is not ruled out. Nevertheless, we would want to analyze this example in
terms of binding; on its most natural reading, (7) does not presuppose that Mary
has had a book published. Below we will see that Presuppositional DRT helps.

2.6 Presupposition-quantification interaction

Van der Sandt’s theory has been criticized for its treatment of presuppositions in
the scope of quantifiers (see for instance Beaver (1995)). A typical example is (8),
which is a variant of an example discussed in Heim (1983):

(8) Every German loves his car.

Van der Sandt’s resolution algorithm predicts that the presupposition triggered
by his car is accommodated in the scope of every. It cannot be accommodated
in the main DRS because the referent of his would end up being free, which is
forbidden by the so-called trapping constraint. Since the presupposition loses its
presuppositionhood it is predicted that (8) is equivalent with (9).

(9) Every German who has a car loves it.

The question what the exact meaning is of sentences like (8) is hard to decide (see
e.g. Beaver (1994) for discussion), but the alleged equivalence between (8) and (9)
is not generally supported. As we shall see, Presuppositional DRT may shed a new
light on these examples. Now, let us first discuss the system.

3 PREsSuPPOSITIONAL DRT

Presuppositional DRT differs in three significant respects from ordinary DRT. First
of all, it embodies a different treatment of negation and disjunction due to Krahmer
and Muskens (1994, 1995). The new negation validates the law of double negation,
while it leaves the usual DRT analysis of single negations untouched. The basic
problem with negation in standard DRT is that it is not a ‘flip-flop’ operation like
negation in ordinary logic. To see this we only have to look at the DRT syntax: if
@ is a DRS, —® is a condition, and there is no comparable operator which takes us
from conditions to DRSs again. To remedy this, the new negation ~® of a DRS &
is itself a DRS. Disjunction is redefined in terms of this new negation, which will
be seen to enhance the treatment of the notorious bathroom-sentences.

505



A second difference with ordinary DRT is that Presuppositional DRT contains
representations for presuppositional DRSs, which are designated as 89 (this unary
operator is due to Beaver (1992)). The intuition behind O® is that it says of ®
that it is an elementary presupposition. ® will be interpreted in such a way that
it is supported (True) whenever ® is supported (True), and neither supported nor
rejected otherwise. In particular: 0® cannot be rejected (False). This exhausts
the syntactic differences with standard DRT so that the syntax of Presuppositional
DRT is defined as follows. Let CON be the (non-empty) set of constants, while VAR
is the (similarly non-void) set of discourse referents/variables. The union of these
two gives the set of terms.

DEFINITION 1 (Presuppositional DRT syntax)

1. If R is an n-ary predicate and ti,...,t, are terms, then R(¢1,...,t,) is a
condition.

2. If t; and ty are terms, then t; = t9 is a condition.
3. If @ and ¥ are DRSs, then (® = ¥) is a condition.

4. If z4,. ..,y are variables and ¢, . . ., ©m, are conditions (with n, m > 0), then
[Z1,..-,%n | ¢1,--.,¢m] is a DRS.

5. If ® and ¥ are DRSs, then (@ ; ¥), ~® and P are DRSs.

The third difference with the usual conception of DRT is that Presuppositional
DRT has a partial interpretation: each condition and DRS will be associated with
two interpretations: a positive interpretation (designated as [.]*) and a negative
one ([.]7). Let F be the set of finite assignments, with A as the empty assignment.
Here and elsewhere we will write & for z1,...,z,. g{Z}h abbreviates: assignment
h extends assignment g with .8 Let M = (D, I) be an ordinary first-order model.
For terms the interpretation is defined as follows: [[t]]},l’g = [tlar, = 9(t) if t € VAR

and t € DOM(g), and IIt]]X/!,g = [tlar,, = I(t) if ¢t € CON. Since for any term ¢,
[t]* equals [¢]~, we will drop the superscript in the interpretation of terms. If g(z)
is not defined, [z], is not defined either. For conditions ¢, we define [¢]f, C F
and ], € F, while for DRSs ® we define [®]}; C F? and [®]};, C F? as follows
(in the first clause 1 < i < n, we drop the M-index where this is possible without
confusing the reader):®

DEFINITION 2 (Presuppositional DRT semantics)

L (Rt t)]F = {g | [t:dg defined & ([t1],, ., Itals) € T(R)}
[R(ts, .. ta)]~ = {9 [ty defined & ([t:l, .., [tnly) & I(R)}

2. [t =ta]* =A{g| [talg [t2]y defined & [t1]y = [t2]}
[t =t2]™ = {g | [t]g, [t2]y defined & [t1ly # [t2lg}

3. [®= U]* = {g|Yh((g, h) € [®]* = Fk(h, k) € [¥]*) & DEF, ()}
[2= 9] ={g|3r((g,h) € [2]* & 3k(h, k) € [¥]7)}

8Formally: DOM(h) = DOM(g) U {£} & Yy € DOM(g) : g(y) = h(y).

9The interpretation of Presuppositional DRT derives from the second middle Kleene based dy-
namic interpretation discussed in Krahmer (1994), definition 20. As said above, the interpretation
is closely related to the partial dynamic systems developed for the treatment of presuppositions
by Beaver and van Eijck (see the references mentioned in footnote 1). This is clearest for the
system given in Eijck (1994:779-780). The main difference is that Presuppositional DRT is based
on Double Negation DRT, and that as a consequence negation and disjunction are treated in a
different way. Other combined partial dynamic interpretations, devised for different purposes, can
be found in e.g. Dekker (1993), Piwek (1993) and van den Berg (1991,1993).
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i T lon gl = (0.1 | gFh & he (ol 0 O Ton] )
8 H:Hii7,__7£1,L]ﬂ’:{(_g,_r/)\\/h,(g{:f}hfzhe([[cplﬂ"«J»--U[[Pmﬂ N}
5 [0 01 = ({0, | 3K((g, k) € [O]F & (kW) €[V}

a9l = (0.9 | Vk(lg. k) € [91* = 3(k, ) € [¥]7) & DEF,())

Where DEFu,,(®) (‘DRS @ is dynamically defined in M with respect to g') is
defined as follows (again suppressing M).

DerFINITION 3 (DEF)
DEF,(®) = 3h{g,h) € [®]" or 3h(g, h) € [®]~ (for @ is Q¥ or [T | 1, ,Om))

DEF, (@ ; ¥) = DEF,(®) & ¥h((g, h) € [2]* = DEFA(¥))
DEF, (~®) = DEF,(®)

We will say that a DRS ® is supported in a model M with respo(:tA to an ZILSSigIlIII(“,Ilt
g (notation: M,g = ®) iff Jh(g,h) € [®]7%;, and that @ is re_]ected. in M with
respect to g (notation: M, g = ®) iff 3h(g, h) € [@]y;- The truth-combinations can
now be defined as follows. Let ® be a proper DRS, then:!0

DEFINITION 4 (Truth-combinations)

® is True in M iff M,A =@
& is False in M iff M,A 5 ® .
@ is Neither in M iff M, A £ ® and M,A A

It is easily shown that no DRS is both True and False, and that every DRS which
does not contain presuppositions is either True or False. Two DRSs ® and ¥ are
said to be equivalent iff for all models M: [®]y = (%14, and [@]5 = [¥]a- We
introduce the following abbreviations.!?

DEFINITION 5 (Abbreviations)

® (g abbreviates o(w); @

® v ¥ abbreviates ~® = ¥
The first abbreviation defines (a dynamic version of ) Blamey (1986)’s transplication
in terms of Beaver’s unary presupposition operator, which is our linear alternative
for the presuppositional DRSs. It results in the following interpretation for @ (y):

o]t = { (g,h) | Fk((g, k) € [¥]* & (k,h) € [2])}
[@I[@:;]ﬁ‘ :E <z,g) \ 3k<g?k>€ [®]* & Vk((g,k) € [¥]" = 3h(k, h) € [2]7)}

We mention the following fact:

Fact 1 (Equivalences)

1. ~~® is equivalent with ®

2. ®;(U; ) is equivalent with (®;¥); T

3. ®=[|¥ = Y] is equivalent with (®;¥) =T
4. (71 (ngy) 18 equivalent with @ 5,7y

10A DRS is proper if it does not contain any free occurring variables, see below.
11We have chosen for an asymmetric treatment of disjunction, although we could have defined
disjunction in a symmetric fashion (see Krahmer and Muskens (1995) and Krahmer (1995)).
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For a proof of fact 1 the reader is referred to chapter 6 of Krahmer (1995).

When defining accessibility for Presuppositional DRT we have to be a little
careful. In [z | bathroom(x)] ; [ | in strange place(x)) the first occurrence of z should
clearly be accessible for the occurrence of z in the condition in strange place ().
In ~[z | bathroom(z)] ; [ | in strange place(z)] this should not be the case, but in
~oro[z | bathroom(z)] ; [ | in strange place(z)] accessibility should be restored again.
To take care of this we shall make a distinction between active and passive discourse
referents (ADR and PDR).

DEFINITION 6 (Active and Passive DRs)

1. ADR([Z1,---,Zn | 01, ¢m]) = {21,---,Zn} 3. ADR(~®) = PDR(®)
PDR([z1,---,Zn | ¢1,--- m]) =0 PDR(~®) = ADR(®)

2. ADR(®;¥) = ADR(®) U ADR(¥) 4. ADR(#®) = ADR(®)
PDR(®; ¥) =0 PDR(8®) = 0

Observe that ADR(®(gy) = ADR(¥) UADR(®), while PDR(®(g)) = 0. Accessibility
(ACC) in some main DRS T is defined by setting ACC(T) = () and computing the
accessible discourse referents of subDRSs and subconditions in a top-down fashion.'?

DEFINITION 7 (Accessibility)
1. If ACC(® = ¥) = X, then ACC(®) = X and ACC(¥) = X UADR(®).
2. It ACC(®V ¥) = X, then ACC(®) = X and ACC(¥) = X UPDR(®).

3. IfACC([z1,..-,Tn | ©1,---,%m]) = X, then ACC(p;) = X U {z1,...,T0}
(1<i<m)

4. TEACC(®;T) = X, then ACC(®) = X and ACC(¥) = X UADR(®).
5. If ACC(~®) = X, then ACC(®) = X.

6. If ACC(8®) = X, then ACC(®) = X

7 1f ACC(®(g)) = X, then ACC(¥) = X and ACC(®) = X UADR(Y).

In Krahmer & Muskens (1995) and Krahmer (1995) the reader can find some dis-
cussion and justification for this way of defining accessibility, in particular where
the strong connections with Karttunen (1974)’s conditions of local contexts is con-
cerned. An occurrence of z in an atomic condition ¢ in @ is said to be free in @ iff
z & ACC(¢p). An occurrence of x in an atomic condition ¢ in a condition 1 is free
in 1 iff it is free in [ | ¥]. A DRS is proper if it does not contain any free discourse
referents. Before we move on to the applications, note that the following handy
lemma’s hold.*®

Fact 2 (Merging Lemma)
[Z| ) ;[77] is equivalent with [Z,7 | &,7],
provided no referent in 7 is free in any of &, and [Z | @] is presupposition free.

FacT 3 (Single Negation Lemma)
Define standard negation ~® as ® = false, and let T be an arbitrary atomic DRS:

DT is equivalent with @ ;[ | =]
~T5 8 is equivalent with [| -Y]; ®
® = ~T is equivalent with @ = [|-T]
~Y = ® is equivalent with [|-Y] = @

12T be precise: ACC(®) calculates accessibility for an occurrence of & in some given DRS &'.
Since this ® can be determined from the context we shall keep it hidden in the definition.

1311 the second lemma, false represents the contradictory DRS which abbreviates ~ true, with
true as an abbreviation of [ | ¢ = ¢, for some ¢ € CON.
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4 APPLICATIONS

Gince we slightly adapted the language of DRT we also have to revise the construc-
tion algorithm a little to make it suitable for our present purposes. The basic set-up
is as follows (compare the following rule for the global structure of DRS construction
with that of Kamp & Reyle (1993:86)).14

REVISED CONSTRUCTION ALGORITHM ‘|

Input: a discourse Sy,...,S5,
the empty DRS &y = D
For i =1 to n do:
@) Let ®; = ;15| S; | Go to (ii).
(it) Keep on applying construction rules to each reducible

condition of ®f until a DRS @, is obtained that only
contains irreducible conditions.

When a negation is encountered, the current DRS is prefixed with ~. Moreover,
every NP will be represented by a separate DRS which is immediately prefixed to
the DRS in which it originated. Here is the rule for indefinites.

INDEFINITE DESCRIPTIONS RULE |

Upon encountering an NP of the form ‘a(n) o’, replace it
with a new discourse referent x and prefix the current DRS
T
T«

with

Here ‘z o’ comes from ‘a(n) o’ by replacing the indefinite determiner for z. When o
is an atomic predicate we shall write this as a(z). The rule for universally quantified
NPs is modified in a similar way. As far as definite descriptions are concerned we
add the following rule to the construction algorithm, which is just a presuppositional
variant of the rule for indefinites.

[ DEFINITE DESCRIPTIONS RULE |

Upon encountering an NP of the form ‘the a’, replace it
with a new discourse referent z and prefix the current DRS

with 9 -2

T o

To keep things simple pronouns are still replaced by suitable, accessible discourse
referents. As an example of how this ‘Revised Construction Algorithm’ works, let
us consider (a slight variation on) one of the notorious examples from Heim (1983).

(10) A fat man pushes his bicycle. It is broken.

According to (10), the bicycle which went into smithereens is the one belonging to
the fat man. We start with placing the first sentence in a box, thus turning it into
a proto-DRS, and combining it with the initial DRS, resulting in (DRs 10).

(DRs 10) D : I A fat man pushes his bicycle.

14 :
A more precise account would have the syntactic analysis of S; as the contents of the new
box. Compare Kamp & Reyle (1993).
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The rule for indefinite descriptions is the first which can be applied. It introduces
a new discourse referent, say x, and adds the condition that = is a fat man. This
gives (DRS 11), after applying the Merging Lemma to [ | |; [z | fat man(z)].

(DRs 11) p

fat man(z)

;| = pushes his bicycle

Next we come to the definite NP his bicycle, which we shall treat as an abbreviation
of the bicycle he owns. This complex description introduces a new discourse referent
y, while he picks up an accessible, suitable referent. Obviously, this will have to be
z. The rest is standard DRT, and the result is (DRS 12), which may be abbreviated
as (DRs 13) and extended with a new box containing the second sentence of (10).

(RS 12) [z Y
fat man(z) | ; O | bicycle(y) | ; | push(z,y)
own(z,y)

(Drs 13) [z
fat man(z) push(z,y)

; y ;| It is broken

bicycle(y)
own(z, y)

The question is whether we can replace it with the intended antecedent y. We can,
if y is an element of ACC( ). By definition ACC(DRs 13) = ), so —by
clause 3 of definition 7— we have to check whether y is an element of the set of active
discourse referents of the representation of the first sentence (that is: ADR(DRS 12)):
ADR([z | fat man(z)]) U ADR([y | bicycle(y), own(z,y)]) U ADR([ | push(z,y)]) =
{z,y}. And this means that y is indeed accessible. So, what is presupposed by this
DRS? According to van der Sandt it presupposes nothing: the presupposition is
‘trapped’. Before we can say what the semantic presupposition is, we have to make
a little digression.

5 DIGRESSION: CALCULATING SEMANTIC PRESUPPOSITIONS

An attractive feature of van Eijck’s Error-state Semantics is that it is associated with
an axiomatization, which allows for the calculation of the maximal presupposition
of some DPL formula ¢. For this purpose, van Eijck generalizes a method from van
Eijck and de Vries (1992), in which it is shown that one can use techniques from
Pratt’s Dynamic Logic to reason about DPL (see also Groenendijk and Stokhof
(1991:83)). Here we shall discuss a similar method for Presuppositional DRT.

The well-known semantic, Strawsonian definition of presupposing says that some
sentence @ presupposes 7 iff whenever 7 is not true, ¢ is neither true nor false. It
has been noted on many occasions that this means that the strongest presupposi-
tion of ¢ is given by the disjunction of its truth- and falsity-conditions. Thus, the
strongest presupposition of a DRS @ is given by the disjunction of the truth- and
falsity-conditions of ®. The next definition calculates truth- and falsity-conditions
of arbitrary DRSs in a systematic fashion: WEP™(®, T) produces a formula of Pred-
icate Logic (PL) which is true when the DRS @ is True, and WEP™ (®, T) gives a PL
formula which is true when the DRS & is False. Using these two, we can define the
semantic presupposition of a DRS ® —PR(®)— as WEPT(®, T) VWEP™(®, T). In
the spirit of van Eijck’s approach, and using the notation employed in Muskens, van
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Benthem and Visser (1995) we define TRi(yﬁ), where ¢ is a condition, WEPi(tP, X),

where @ is a DRS and x a PL formula, and DEF(®), where ® is again a DRS, as

follows:
DEFINITION 8 (WEP-calculus)

1. TRY(p) = o, for atomic ¢
TR~ (p) = —, for atomic ¢

2. TRF(@=9) = ~WEP*(®, ~WEP* (¥, T)) ADEF(®)
TR™(® = ¥) = WEP*(®, WEP™ (¥, T))

3. WEP* ([T | ¢1. - @m),x) = FE(TR* (p1) A ... ATRY (io) A X)

WEP™([Z | ¢1---¢m],X) =VZ(TR™ (p1) V... VTR  (¢om)) A X
4. WEP*(®;¥,x) = WEP(®, WEP* (T, x))

WEP™(®; ¥, x) = ~“WEP*(®,-WEP™ (¥, T)) A DEF(®) A x
5. WEP*(~®, x) = WEP™ (&,X)

WEP™ (~®, x) = WEP*(®,x)

6. WEPT(8®,x) = WEPT(®,x)
WEP~ (9@, x) = WEP™ (true, x)'°

7. DEF(®) = WEP*(®, T) VWEP™(®,T), if ® is 8T or [Z | ¢1,- . -, Pm]

O
L

8. (~®) = DEF(®)

F(®; ¥) = DEF(®) A ~WEP™ (&, -DEF(¥))

O

9.

To illustrate this calculus let us first work out a simple example. Consider (11) and
its representation (DRS 14), which abbreviates d[z | king(z)] ; [ | sings(z)].

(11) The king sings.

(DRs 14)

sings(x)

x
king(x)

We first calculate WEP™ ((DRs 14), T):

WEP(d[z | king(z)] ; [ | sings(x)], T) <
WEPH(8[z | king(z)], WEPT ([ | sings(z)], T)) <
WEP™ ([z | king(z)], WEP* ([ | sings(z)], T)) <
3z(TR (king(z)) A WEP™ ([ | sings(z)], T)) <
Jz(king(z) A sings(x))

In words: (DRs 14) is True if there is a king who sings. Next, let us see when it is
False. For this purpose, we determine WEP™ ((DRs 14), T):

WEP™ (8[z | king(z)] ; [ | sings(z)], T) <
Vz(king(z) — —sings(z)) A Jz(king(z))

15The intuition here is that the tautological DRS true (cf. footnote 13) is rejected whenever the
presuppositional DRS 9@ is: never.

511



In words: (DRs 14) is False if there is a king, but no king sings. The disjunction of
WEP™((DRs 14), T) and WEP ™ ((DRs 14), T) gives the presupposition of (DRs 14),
and it is easily seen that this presupposition is that there is a king. In general, the
following fact can be proven about these five functions.!®

FAcT 4 (From Presuppositional DRT to PL) For all models M and assignments g:

1. g€ [TR™(p)
g €[TR (p)
PL)

2. g € [WEP (2, )3 & 3h((g,h) € [2]" & h e [X]}/
g € IWEP™(2, )]/ ¢ 3h((g,h) € [2]~ & h € [X]3f)
L

3. g € [DEF(®)]5# & DEF4(®)

155 < g € lelly
15 & g € loln

Where [p]5F is the Groenendijk & Stokhof formulation of the Tarskian semantics
(F¢) of Predicate Logic (see Groenendijk & Stokhof (1991:72)). Thus [¢]4f =
{9 | M,g = ¢}. For a proof of fact 4 the reader is referred to Krahmer (1995).
Given that PR(®) abbreviates WEPT(®, T) V WEP™(®, T), it is easily seen that
PR(®) is indeed the strongest presupposition of ®. When we assume that @ trig-
gers no presuppositions, then PR(®yy) & WEP* (¥, T). In other words, D gy
presupposes the Truth of ¥. Here is PR(DRs 12).17

Tz (fat man(z) A Jy(bike-of(y, z) A push(z,y)))V
Vz(fat man(z) — Jy(bike-ofly, x) A Vy(bike-of(y,z) — —push(z,y))))

In words: either there is a fat man who has a bicycle which he pushes or every fat
man doesn’t push the bike(s) he owns. Thus, on the semantic side Presuppositional
DRT does not give rise to the Karttunen and Peters (1979) binding-problem when
presupposition and quantification interact, and neither does it predict Heim (1983)’s
overly strong presuppositions in these cases. In this respect Presuppositional DRT
makes predictions which are closely related to those of Beaver’s Kinematic Predicate
Logic and, in particular, Van Eijck’s Error-state semantics.

6 AGAIN: PRESUPPOSITIONS AS ANAPHORA

But above we noted that Presuppositional DRT is also perfectly compatible with
van der Sandt’s presuppositions-as-anaphora approach. We also claimed that van
der Sandt’s theory could benefit from defining the resolution algorithm on top of
Presuppositional DRT instead of ordinary DRT. To back-up this claim, let us re-
discuss the advantages briefly.

First, Presuppositional DRT indeed allows for the interpretation of presuppo-
sitional DRSs. This entails that the constraints on accommodation (which refer
to semantic concepts such as satisfaction and consistency) can be applied on the
spot, even though other presuppositional DRSs are still unresolved. In this way,
the procedural version of the resolution algorithm can stop when it has found a

16This fact relates PL with the version of Presuppositional DRT using total assignments (which
is obtained from definition 2 by replacing the set of finite assignments F' for the set of total
assignments G, and replacing g{Z}h for g[Z]h, which abbreviates Vy(y & {} = g(y) = h(y))). It
should be stressed that this is completely harmless since the Revised Construction Algorithm still
only produces proper DRSs, while the switch from finite to total assignments only has a semantic
effect in the case of non-proper DRSs.

TWith bike-of(y, ) as shorthand for (bike(y) A own(z,y)).
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solution, which by the very nature of the method sketched in section 2 will be the
most preferred one.!®

Another issue was the accommodation of failing presuppositions. Re-consider
example (5), repeated here as (13), and its representation generated by the present
Revised Construction Algorithm, (DRs 15).

(13) It is not the case that the king of France is bald.

(DRS 15)

bald(y)

Y
king of France(y)

Van der Sandt’s resolution-algorithm predicts that accommodating the presuppo-
sitional DRS as high as possible is the preferred resolution. However, as discussed,
the presuppositional DRS loses its ‘presuppositionhood’ in the process, hence the
outcome will be false in any model where the French have no king. Yet intuitively,
as Kracht (1994) puts it, an accommodated presupposition should still be a pre-
supposition. In Presuppositional DRT this is an easy matter: we accommodate
the presuppositional DRS as a presuppositional DRS and not as an ordinary DRS.
Schematically, global accommodation of ¥ in ~ (®(g)) results in (~®)y) (recall
that this is just an abbreviation of ¥ ; ~®), and not in ¥; ~®. Modulo the Single
Negation lemma, this means that the (slightly modified) presupposition resolution
algorithm delivers (DRs 16) when applied to (DRS 15) (where f again indicates that
the presuppositional DRS has been resolved).

(DRS 16)

5 LY i
king of France(y) —

bald(y)

It is readily seen that (DRS 16) presupposes the existence of a French monarch (just
calculate PR(DRs 16)), so this DRS will indeed be undefined when the presupposi-
tion that there is a king of France is not satisfied.!®

181t should be noted that a certain amount of backtracking is inevitable, in particular when a
sentence contains two or more interdependent presuppositions. A case in point is the following
example:

(12) Either the king of France opened the exhibition or the president of France opened it.

Suppose the left disjunct is resolved first; global accommodation of the presupposition that France
has a king will not be blocked, although evaluation of the right disjunct will show that the pre-
supposition should be locally accommodated. Of course, this kind of backtracking can be avoided
when actually implementing Van der Sandt’s resolution algorithm, for instance using a rule of
thumb which first determines which presuppositions are interdependent.

19But what about the second reading of (13)? Consider:

(14) It is not the case that the king of France is bald, since there is no king of France.

This example does not presuppose the existence of a king of France. Van der Sandt accounts
for this reading by locally accommodating the presupposition. If we locally accommodate the
presupposition as a presupposition, the resulting DRS will end up undefined, which is plainly
wrong. One possibility is to accommodate presuppositions only as presuppositions in the main
DRS. A more principled possibility is the following: we always accommodate a presupposition
as a presupposition, but in certain specially marked contexts (such as echo-negations like (14),
cf. Sandt (ms.)) the presupposition operator is ‘neutralized’ by a presupposition wipe-out device,
going back to Bochvar (1939)’s meta-assertion operator. For more details: Beaver & Krahmer
(1995).
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An advantage of the fact that Presuppositional DRT is based on Double Nega-
tion DRT has to do with the treatment of disjunction. In standard DRT (the footing
of van der Sandt’s theory) it is predicted that the left disjunct is not accessible for
anaphoric elements in the right disjunct. In Double Negation DRT things are differ-
ent: the negation of the left disjunct is accessible for the right disjunct. Re-consider
the relevant examples (6) and (7). Both examples presuppose nothing. Intuitively,
both examples should be rendered in terms of binding and this is exactly what
happens when van der Sandt’s resolution mechanism is applied to Presuppositional
DRT. Here is the schematic representation of the two examples under discussion.

ors 1) [

Where ® represents ‘there is a bathroom in this house/Mary’s autobiography has
appeared’, T represents the elementary presupposition ‘there is a bathroom/Mary
has had a book published’ and ¥ ‘it is in a strange place/John must be very proud
of it’. Given the calculation of accessibility, it is easily seen that the passive dis-
course referents of ~® are accessible for the presuppositional DRS Y. And since
the passive discourse referents of ~® are the active discourse referents of @, both
the bathroom and the autobiography are accessible for the presuppositions in Y:
binding is possible and preferred in both cases.

Finally, as far as presupposition-quantification interaction is concerned, let me
note that in Presuppositional DRT it is no longer predicted that Every German loves
his car is equivalent to Every German who has a car loves it. The presupposition
triggered by his car is still accommodated in the scope of every, but in the process
remains presuppositional, and this destroys the equivalence.

7 DISCUSSION: THE MEANING OF RESOLUTION

Given that we can interpret DRSs before and after resolution, a natural question to
ask is whether resolving presuppositions preserves meaning. Notice that this also
tells us something about the relationship between the two approaches to presup-
position compatible with Presuppositional DRT; the semantic and the algorithmic
one. Every time a resolution preserves meaning, the semantic and the algorithmic
approach make the same predictions. After all: take some DRS ®. The semantic
presupposition of ® is given by PR(®). Feeding ® to van der Sandt’s resolution
algorithm produces a DRS &'. If & and & are equivalent (thus: the resolution
preserves meaning), then PR(®’) must be equivalent to PR(®) as well. So, when
the resolution preserves meaning, this tells us something about the similarities be-
tween the two approaches. And when it does not, this tells us something about the
differences between the two.

It will not surprise the reader that in general binding can be understood in a
meaning preserving way,?’ but that accommodation is an entirely different kettle of
fish. For instance, (DRS 4) and (DRs 5) are obviously not equivalent. Since accom-
modation is not a meaning preserving operation in general, differences between the
two approaches arise. This is one of the major points where van der Sandt’s theory
positively distinguishes itself from other, purely semantic approaches to presuppo-
sitions, which predict weaker presuppositions in these cases.

Why is accommodation not meaning-preserving? In one sense this is just what
we would expect. After all, Lewis (1979) describes accommodation as the phe-
nomenon that missing information simply ‘springs into existence’: the representa-
tion of the foregoing is altered in such a way that the presupposition is satisfied
after all. And it is no surprise that this changes the meaning. On the other hand,

20See Krahmer (1995) for discussion.
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consider (DRS 15), which is of the form ~(® g ). If we feed t.hi.s‘ DRS to the (sl%ght'l)i
adapted) resolution algorithm, the presuppositional DRS \Vl‘ll be accommodated as
a presuppositional DRS and the result is (DRS 16), which is of the form §~<D)<q,)
These two DRSs differ in their dynamic meaning (thus, they are not equ'lvalent),
and hence even this form of accommodation is not entirely meaning-preserving. Yet,
we could reasonably expect the accommodation to preserve meaning in this case;
note for instance that PR(~(®y))) is equivalent with FR((~<I>)(¢Z). In fact, this
points to a weakness in the interpretation of Presupposmonal.DRI. . ‘

What is the problem here? Recall that in dynamic semanFlcs, a single ncgatlon
is understood as a plug with respect to anaphoric referencg: it blocks dynamlcj p9~
tential. Therefore, no discourse referent which originates in the scope of.a S}ngle
negation can be referred back to. So, in ~(®y)) any r.eferent introduced in eIth(?r
® or U is inaccessible outside the scope of the negation. In (~<I.>)(q,) things are
different; referents introduced in the main universe of ¥ c'n“e avfn.lable for fut.uro
reference. One would expect presuppositions to be totally 1llsen§1.t1ve to negatllon,
and that this is not the case for the interpretation of PresuppOS{tlonal DRT glve'n
in definition 2 (nor for the related interpretations of e.g. Kinema'tlc‘ Predicate 'Loglc
and Error-state Semantics for DPL) is an artefact of the dynemfuc interpretation of
single negations. What we want is the following: a single negatl('m should be a plug
for anaphoric reference to non-presupposed discourse referents (like thosg represent-
ing indefinites), but at the same time it should be a hole'for anaphoric refe.rence
to presupposed discourse referents (like those introduced in the representation of
definite descriptions). Compare:?!

(15) a. John didn’t bake the pie for Mary’s birthday. It was rather tasty.
b. John didn’t bake a pie for Mary’s birthday. ?? It was rather tasty.

The phenomenon of a logical connective which should act as both a p%ug and a.hole
with respect to anaphoric reference is by no means restricted to negation. Consider:

(16) a. If an inhabitant of France is bald, he will wear a curled wig. ?? He is a
dedicated follower of fashion.
b. If the king of France is bald, he will wear a curled wig. He is a dedicated
follower of fashion.

Again, we want to block anaphoric reference to an indefinite NP in the antecedenif of
a conditional, but not to a definite one in the same position. Can we do something
his?

abolurftltlitlisvely a presupposition is something which should be the case b.eforehand.
In what sense, does ® (g conform to this intuition? If we evaluate ‘D(\p). with res})ect
to an assignment g, then the presuppositional DRS W is supported if there is an
assignment h such that (g,h) € [¥]T; presupposition is a matter of successors.
Now consider the following alternative definition:??

DEFINITION 9 (®(y) (re-)defined)
[®w)]* ={(g,h) | Ik(k, g) € [¥]" & (g, h) € [2]*}
[2)]~ = {(g,h) | 3k(k, g) € [¥]* & (g, h) € [2]~}

Arguably this definition comes closer to the intuition of a presupposition as some-
thing which holds already. Definition 9 supports the following fact, as the reader
can easily verify.

2l (15.b) the indefinite is to be understood in a non—speciﬁc way. )
22Notice that this interpretation of ® gy is not definable in terms of sequencing and any al-

; 2
ternative interpretation of 8, since [V ; ®]~ will always be a subset of the diagonal of F'
={{g,h) | g =r}).
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Fact 5 (Equivalences)
~(®(y)) is equivalent with (~®)qg)
[| @y = Y] is equivalent with [| ® = 1],

This means that if we interpret presuppositional DRSs as in definition 9, the resolu-
tion of (DRs 15) yielding (DRS 16) does preserve meaning. Moreover, the treatment
of (15) and (16) has become possible for the semantic account as well.

To accommodate the ‘looking-back’ character of the new presupposition op-
erator two additional modifications are needed. First of all, it does not make
much sense any more to define the truth-combinations with respect to A (the
empty-assignment). After all, you cannot ‘look back’ from the empty assignment.
Therefore the truth-combinations are re-defined with respect to an arbitrary as-
signment g (compare the DPL notion of truth). For similar reasons, we have to
generalize the notion of ‘domain-extension’, i.e. g{Z}h now comes to mean ‘as-
signment h extends assignments g at least with Z ’. Formally: g{Z}h abbreviates
DOM(g) U {z} C DOM(h) & Vy € DOM(g) : g(y) = h(y). Otherwise, the interpre-
tation of Presuppositional DRT remains as it was. For more details the reader is
referred to Krahmer (1995).

8 CONCLUDING REMARKS

In this paper we have discussed Presuppositional DRT. The system of Presupposi-
tional DRT can be seen as a combination of Krahmer & Muskens’ Double Negation
DRT with the static partial approach to presuppositions of Peters (1975).23 We
have seen that presuppositions can be studied using Presuppositional DRT in two,
rather different ways. Given some DRS ® we can either calculate PR(®) and find
the semantic presupposition, or we can feed ® to van der Sandt’s resolution algo-
rithm. It was shown that the resolution algorithm actually benefits from the partial
interpretation of Presuppositional DRT, even though the algorithm itself remains
essentially as van der Sandt developed it. In the previous section it was shown
that this picture also allows us to study the differences in prediction between the
two approaches. In connection with this we discussed an alternative interpretation
for Presuppositional DRT. Although it needs to be fleshed out in more detail, it
seems to be a promising line for future research. The alternative definition makes
it possible to bridge the ‘accommodation-gap’ between the two approaches to pre-
supposition discussed in this paper.

In fact, for both approaches a better understanding of accommodation seems
desirable. From the semantic perspective accommodation is a means to avoid pre-
suppositions which are too weak. It is easily seen that the new interpretation
discussed in the previous section does not lead to a strengthening of the predicted
semantic presuppositions. After all, its only novelty with respect to the original
interpretation concerns the dynamic potential of discourse referents introduced in
presuppositional DRSs, and the semantic notion of presupposition is merely defined
in terms of truth and falsity. So as things stand, the semantic approach still pre-
dicts presuppositions which are too weak in certain cases.?* On the other hand,
van der Sandt’s approach to accommodation has a somewhat ‘syntactic’ flavor: it
works very well, but it is not entirely clear why it works so well. An interesting
alternative might be to look at van der Sandt’s resolution-algorithm from a proof-
theoretic perspective. This might go as follows: in Ahn and Kolb (1990) a function

23In Krahmer (1995) the relation between static and dynamic approaches to presupposition is
discussed at length. One of the conclusions is that the notorious examples involving quantifier-
presupposition interaction from Karttunen and Peters (1979) and Heim (1983) can be dealt with
inside an ordinary partial interpretation of static Predicate Logic. Dynamics is not needed to deal
with them.

24But see for instance Beaver (1993) for a defense of weak presuppositions.
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+ is defined which maps DRSs to expression of Constructive Type Theory (CTT).
The resulting CTT expressions 7(®) are evaluated given a context/set of premisses
T. Now suppose we re-define 7 to map Presuppositional DRT to CTT, and that we
evaluate 7(®(w)) in some context I'. Then three things can happen: (i) the presup-
position follows from T, it is ‘bound’. This would be the preferred situation. (ii)
the presupposition does not follow from I'. Then either we have missed something;
our context I' is incomplete and should be extended (‘global accommodation’), or,
we want to leave our set of premisses untouched and modify 7(®yy) (‘local accom-
modation’). (iii) I' contradicts the presupposition. What to do? The best option
is to give up and ask the speaker for clarification. This all to brief exposé indicates
that it might be interesting to look at van der Sandt’s resolution algorithm from a
proof-theoretic point of view.
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Integrating Situations into a Theory of Discourse Anaphora
David Milward

Universitat des Saarlandes

Abstract! ' o
This paper provides an account of deﬁr}ite and Pron(.)mlnal ana}')h()l‘;h\vhlch ltn‘ms
together insights from dynamic semantics .and situation semantics. he reg; lls ya
dynamic semantics in which contexts consist of the parts of a scenario which have
byen brought to a hearer’s attention. The contexts are structured by. meta-level
dfsjunction, corresponding to a set of situations wh‘ere one is in a‘ttent?on but', th(z
hearer doesn’t know which one, and meta-level cjonjunctlon correspor%dlng to a se
of situations which are simultaneously in fittentlon. Data from bmdgmg referencei,"
disjunction, and telescoping is used to motivate the account, to.gethe.r Wlt%l Soi)ne od
the data which has been used in the past to argue for and against situation base
accounts of anaphora.

1  Theories of Discourse Anaphora

It is useful to separate out three treatments of anaphora. The first, and most Fra—
ditional approach is to try to fill in the anapho.r, either at the level of word string,
syntax, or semantic representation. For pronominal ax.laphora almost all recent pro-
posals have been at the level of semantic representation. Perhaps the most sophis-
ticated approach is the E-type approach (original work k?y Ev.ans 1980, but see e.g.
Does 1994 for recent developments). Consider the following discourse.

(1) A young child came in today. .
He sat down at the computer and started typing.

The E-type approach makes the second sentence less_ context deper_ldent by replacing
He by a representation equivalent to The young child who. came in to.day.

There has been much valuable, but perhaps inconclusive, dlscussu')n of whether
an E-type approach, in treating pronouns similar to deﬁnltes, requires that t‘he
description must refer uniquely and whether or not that is probl.ematlc (e.g. Heim
1990, Kadmon 1990, Does 1993, Dekker 1993). A rather different issue concerns the
treatment of mutually dependent anaphora. Consider the discourses:

(2) a. A colleague of mine looked after a baby last week.
After 5 minutes it had driven him crazy.
b. A girlfriend of a colleague of mine is a journalist.
She tells him all the latest Royal gossip.

In (a), it refers to a baby looked after by a colleague, him to a colleague WI?O looked

after that baby. In E-type approaches we get an interpretation along the lines of:

(3) After 5 minutes the baby who was looked after by a colleague of mine last
week drove the colleague of mine who looked after a baby last week crazy.

For (b) we would need an interpretation along the lines of:

(4) The girlfriend of a colleague of mine who is a journalist tells the colleague

of mine who has a girlfriend who is a journalist all the latest Royal gossip.

These interpretations are certainly inelegant, but this might not be seen as a real
problem for E-type analyses provided we can formulate the appropriate rules to
create them from the surface syntax. However, there is certainly a problem when
we replace indefinites by disjunctions. Consider e.g.

1. T am indebted to Paul Dekker, Claire Gardent, Jonathan Ginzbu.rg and Roger Kibble for
comments on earlier drafts, and to the European Community for funding as part of the FraCaS
project, LRE 62-051
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(5) a. Mary can take the truck, or Sue can take the pickup. She can park
it by the entrance.
b.  We can get a young girl to recite a poem, or an older one to read a
passage in French. If it takes her about 10 minutes then ...

Here we again have mutually dependent anaphors, but it is much less clear how to
construct an appropriate description to replace the anaphors.

Instead of attempting to make sentences context independent, the second
approach to anaphora builds semantics only for discourses as a whole, not for the
individual sentences?. A simple approach which has been used in the Artificial
Intelligence tradition going back to e.g. Winograd 1976 is to treat indefinites as
setting up new ‘knowledge based entities’. Subsequent anaphors then add further
properties to this entity. For example, after processing

(6) A man sleeps

we set up a new index, il, and assert of that index that it is a man and it sleeps.
On encountering:

(7 He snores

we merely add the information that index il snores. Now consider processing the
sentence:

(8) A man buys a picture

Here two indices would be created, e.g. i1 and i2. Taking an object orientated

approach to knowledge representation, we have a choice of putting the information
under either il or i2, or under both. Putting it under both gives:

il i2
man(il) picture(i2)
buys(il,i2) buys(i1,i2)

The resulting representations are similar to the file cards of Heim 1982.
An alternative to an object orientated approach is to assert information con-
cerning tuples of knowledge based entities. This can be represented as follows:

il i2
man(il)
picture(i2)
buys(i1,i2)
This representation is identical to the DRS structure which would be built for the
same sentence. In fact we can think of DRT as a better worked out version of the
early Al approaches, with the further advantage of having a well defined semantics
for its representations. Similar to the AT approaches, DRT achieves semantic binding
for inter-sentential anaphora by adding to an existing structure. This is achieved
by the DRS construction algorithm, which we can think of as an operation upon
representations, or, more controversially, as an operation on types (this perspective
is given by the situation theoretic reformulation of DRT, Cooper 1993b). For intra-
sentential anaphora, e.g. donkey anaphora, DRT is compatible with two approaches.
The first is where binding is achieved not at the level of representation, but at the
level of interpretation. For example, the rule for implication in Kamp and Reyle 1993
makes the implication true if all assignments (c.f. individual cases, instantiations
or embeddings) which satisfy the antecedent can be extended to assignments which
satisfy the consequent. However, Kamp and Reyle (p149) emphasise that this is
only due to some technical aspects of the construction algorithm. The rules could be
reformulated so that binding is done at the level of the types, with the antecendent

2. Of course we can regain a notion of sentence meaning as a mapping between contexts, the
essential notion behind dynamic semantics. We will return to this.
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DRS copied explicitly into the consequent. This would then allow a purely static

interpretation of DRSs.
The third approach to anaphora is where we consider each sentence to be

evaluated in context, and to map to a new context. This is the essential characteristic
of dynamic semantics approaches e.g. B.arwisie 1987, Gr(?enendijk and Stokhof 1991.
This approach differs from the first kind since there is no attempt to make the
sentences themselves context independent. It also differs from the second kind of
approach in being more general. Any exa.rnple of the second kind, such as DRT,
can be given a dynamic reinterpretation, since we can regard sentence meanings as
mappings from the meaning of the discourse before the sentence was processed, to
the meaning of the discourse afterwards (e.g. as a mapping between two DRSs).
ample, the sentence a man buys a picture evaluated in the empty discourse

For ex
context gives the mapping:
0 [[a man buys a picture]] Xy
man(x)
picture(y)
buys(x,y)

Standard DRT is a special case of dynamic interpretation, since the contexts are
identified with the meaning of the discourse upto that point. This conflation of the
meaning of the discourse and the context has important consequences which we will
examine in the next section. For now, consider a non-standard DRT where DRSs
represent contexts, but not discourse meanings (see Fernando 1994 for discussion
along these lines). In such a system it is natural to interpret a DRS as a function
from values of referents to truth values (i.e. as a relation). The DRS can then be
replaced by a lambda expression such as:
Ax.\y. man(x) & picture(y) & buys(x,y)
At first sight this replacement seems surprising. An essential feature of DRT is the
treatment of discourse variables as distinct from bound variables. How can a lambda
expression capture non local binding? The trick is to bind to argument positions
rather than to variables.® Taking this perspective allows a unifying view of accounts
such as Predicate Logic with Anaphora, Dekker 1994 and STDRT, Cooper 1993b.
In Predicate Logic with Anaphora (PLA) contexts are sets of tuples of model
theoretic individuals. This is equivalent to evaluating a function or relation in a
particular model. For example, if a model supports John buying picture 1, and Fred
buying picture 2, the lambda expression above would evaluate to the following set
of tuples:
{ ( john, picturel ),
( fred, picture2 ) }
john and fred share the same column i.e. they are in the same position in their
respective tuples. john and picturel share the same row i.e. are members of the
same tuple. Dekker’s approach to binding is to associate pronouns with particular
columns, which correspond to particular argument positions of a lambda expression
As an alternative to using tuples, where items have a particular ordering, we
can extract the ordering information and get a set of sets of pairs i.e.
{ {(1,john),(2,picturel)},
{(1,fred),(2,picture2)} }
However, the choice of names 1 and 2 is arbitrary. We could just have well used the
names of the original discourse referents i.e.
{ {(x.john),(y,picturel)},
{(x,fred),(y,picture2)} }

3. AT}.]e binding process is trivial if a pronoun picks an argument position from the current context
(this is similar to picking a particular column in PLA, described in the next paragraph). Things
are more complicated if binding is done via syntactic coindexing.
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The result is a set of partial assignments. Partial or total assignments have been
the basis of most of the dynamic semantics proposed so far e.g. Barwise 1987
Groenendijk and Stokhof 1991.

In the STDRT approach developed by Cooper 1993b, a DRS is interpreted not
as a function into truth values, but as a function into situations. Another difference is
that Cooper uses simultaneous abstraction instead of standard lambda abstraction.
This allows argument positions to be distinguished according to their name rather
than via their order. The relationship between lambda abstraction and simultaneous
abstraction at the level of functions thus parallels that between tuples and partial
assignments in the model theory.

)

2 Focussing on parts of the world

Consider a theory of discourse processing which just takes each sentence and uses
it to update a description of the world (or perhaps a description of some imaginary
scenario being described) i.e.

sentence

Description . New description

of the world of the world
It is well known that such a model is inadequate if the description of the world is
interpreted as just a set of possible worlds. For example, consider discourses such
as the following (due to Barbara Partee):
(9) a.  Nine of the ten balls are in the bag. #It is under the sofa.

b.  One of the ten balls is not in the bag. It is under the sofa.

The first sentences of the two examples might be expected to rule out the same
possible worlds, yet the anaphoric potentials are different. It is data of this kind
that led DRT to adopt a more representational level of description. However an
alternative is to say that an utterance does not just provide a description of the
world, but also brings some part of the world into attention. The first sentence of
(9)(a) would bring a part of the world containing 9 balls into attention. The first
sentence of (9)(b) would bring a part of the world containing one ball into attention.
The model of sentence processing is now as follows:

sentence
—

Description of the
part of the world
in attention

Description of the
new part of the world
in attention

Description of New description of
the world the world
What might a part of a world contain? We might expect at least some objects and
basic relationships. We also won’t want to equate a part of a world with a set of
possible worlds since we will lose the distinctions we need to make (e.g. we need to
distinguish between parts of the world containing 9 balls versus 1 ball).

How does this compare with existing theories? In DPL or PLA, we might
describe the contexts as denuded parts of the world: there are entities but no re-
lationships or properties. This description wouldn’t be quite correct however, since
there is some information kept in the contexts of DPL and PLA which is not con-
tained by parts of the world. In PLA this is the ordering of the entities: we don’t
have a set of entities but an ordered tuple. Subsequent sections will actually argue

4. Note that STDRT retains the DRT approach of trying to use contexts to provide meanings
for the discourse as a whole. Since the meaning of the contexts are not suitable as a meaning of a
discourse (they are abstracts), there has to be a step of existential closure occurring at the end of
a discourse to turn the abstracts into suitable discourse meanings.
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that we need both the relational information supplif\d by m(.)delling parts of the
world, together with ordering (or rather pa‘rallclism.) information.

How does this compare with DRT? At first sight one would expect there to
be little relationship. DRT would seem to provide descriptior¥s of the world rather
than parts of the world. However, this is only partly correct-. Simple DRS structur(.zs
can be thought of as modelling parts of the world. In fact I\amp 1981. states tha‘t in
fact, formally they are nothing other than partial models, typically w'zf,h small finite
domains. Simple DRSs also double as a description of the world since the world
must be such that the part of the world described by the DRS can be embedded
WlthmTI}E'is dual way of looking at a DRS works for modelling the semantics of
indefinite descriptions. However, when we consider generalised quantifiers, the two
notions start to diverge. For example, consider the discourses:

(10) Exactly one man came in. He sat down.
(11) A man came in. He sat down.

After processing either of the initial sentences, an appropriate descri.pt.ion of the part
of the world brought to attention would be a part of the world containing a man ?vho
came in. However in DRT we cannot provide the same DRS for both sen.tences since
they differ in their description of the world. Standardly, DRT.would build a dllPlex
condition for the first case, with anaphoric binding treated in an E-type fashion.
For the second discourse DRT would introduce a new discourse referent for a man,
with anaphoric binding performed by equating referents. Similarly, for a.naph.o.ra
involving universal quantification, proposals in DRT also tend to be E-type in spirit,
with parts of the context copied into the representation for the new sentence (see
e.g. Roberts 1987 on telescoping, and Kamp and Reyle 1993 on plurals). .

The basis of the treatment proposed in this paper is that contexts consist of
the parts of the world (or parts of some imaginary scenario in fictional contexlts),
which are brought to a hearer’s attention. Unlike DRT we allow both indefinites
and universal quantifiers to introduce parts of the world into attention. However,
to explain the different anaphoric properties of universals and indefinites the con-
texts are structured differently. Indefinites introduce meta-level disjunctions. For
example, if two parts of the world, i.e. two situations, s1 and s2 both satisfy a
sentence containing an indefinite, the context consists of a disjunction of s1 being
in attention, or s2 being in attention. Universal quantifiers introduce meta-level
conjunctions, where more than one situation is brought into attention simultane-
ously e.g. s1 is in attention and s2 is in attention. The proposal resembles DPL as
opposed to DRT in working at the equivalent of the model theory rather than at
a level of representation.® Similar to DPL, information concerning anaphora, is not
encoded within a representation of sentence meaning, but is provided explicitly by
a context.

3  Definites

Most treatments of definite descriptions, whether based on a Russellian or Straw-
sonian approach, assume some kind of uniqueness constraint®. In the Russellian

5. Yet another perspective on the difference between DRT and DPL is to think of the assignments
in DPL as pulling out the information which is kept in the structure of the DRS which is relevant
for anaphora. Once this information is extracted, we can return to a more traditional semantics.
One criticism of this approach is that it doesn’t provide the rich structure necessary for a treatment
of discourse relations (as in e.g. Asher 1993). However with a situation based account it is perfectly
natural to provide rich structuring of the parts of the world in attention instead of putting structure
into the description of the world as in DRT. .

6. It is worth noting that there are some examples of definites which don’t require uniqueness.
For example, Take the lift to the 3rd floor is fine even if there is more than one lift.
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treatments this is built into the meaning of the sentence containing the definite. In
Strawsonian treatments, there must be a unique referent if the sentence containing
the definite is to get a meaning. However, it is clear that when we utter a sentence
such as the dog ran away we do not require there to be just one dog in the universe”.
We can make this intuition clearer by considering a context where some people are
looking at a coat and a scarf in a shop window. It is perfectly felicitous to say:

(12) I like the coat. Unfortunately it’s a bit more expensive than the one we
saw yesterday.

However, this discourse contains the description the coat, yet any universe which
satisfies the discourse requires at least two coats.

Barwise and Perry 1983 treated such cases by evaluating definites not in the
universe or world as a whole, but in part of the world i.e. some situation. Similar
motivations led to proposals that definites pick up only salient individuals, or choose
from a salient set of individuals (see Cooper 1993a for discussion of McCawley and
Lewis’s proposals along these lines). In particular, Westerstahl 1984 proposes that
determiners generally should be restricted by context sets®. It is important to note
that we need to allow different noun phrases to pick up different context sets or
different situations. Westerstahl makes this point for quantifiers. For example, in:

(13) The English love to write letters. Most children have several pen pals
in many countries

the noun phrase most children is presumably restricted to English children, an in-
appropriate restriction for the second noun phrase. Similarly, in (12) we need to
use a small context set/situation to evaluate the first definite, and a wider context
set/larger situation to evaluate the second.

The second thing to note is that the choice of a situation or context set can
be affected by local information within a sentence, not just by global discourse
structure. For example, consider the following;:

(14) In Forbach, the castle is next to a lake. In Blieskastel, the castle is on
a hill top.

Here the castle is evaluated in the two different scenarios brought into salience by
the prepositional phrases In Forbach, and In Blieskastel.

For most semantic theories, it is a far less radical step to incorporate a notion
of context set, than a notion of situation, so what are the advantages of a situation
based approach? We will concentrate on two phenomena here: bridging reference
and state change anaphora. Further arguments for a situation based account of
definites are given in Barwise and Perry 1983 and Cooper 1993a.

3.1 Bridging Reference

Anaphoric reference can occur when there is no ‘overt’ antecedent, but instead the
referent is related to a previously mentioned individual, or situation. Such uses are
called bridging reference (Clark and Haviland 1974). Bridging is sometimes assumed
to be limited to cases where an object can be linked to an antecedent noun phrase,
or antecedent verb e.g. examples (15) and (16) respectively:

(15) Patience walked into [a room];. [The chandeliers](;) burned brightly
(16) Keith drove to London. The car kept overheating (Garrod and Sanford
1994)

However, it is also common to get cases where it is a particular combination of
objects and relationships, plus world knowledge, that allows bridging to occur. For

7. This example is taken from Cooper 1993a.

8. Cooper 1993a similarly argues that determiners generally should be evaluated with respect to
situations.

example: . o
17) Every Macintosh with a printer has problems w1th. the connectio
Elg) I got home late last night since the bus was 20 minutes late

(19) While Mary was washing her hair/clothes, the shampoo/powder spilt
: rer t - _

20) #LO:nez:ilt}irizofor me today. My secretary was really surprised by the

( empty pigeon-hole . .

In (17), an example of a donkey sentence with a bridging deﬁn%te, there is certaml}%
. 7 tecedent, though we might claim it is some plural object compose.d OTlt o
o anuter and’ its printer. In (18) we use world knowledge that a bus is likely
1;hebceoirr?\lfjolved in someone getting home. (19) was used in experirpents by Sa.ni;r(i
tod Garrod to show that the choice of object for the verb ha.s immediate affect
. he definites which are felicitous in the second sentence. This suggests that the
Gl }(: ra cannot be purely determined by lexical properties of the verb wash. In
?Sg)pw(:: have an example where the first event does not denote an event, but rather
: laCk’i‘)i:sI:ee;examples suggest that the kind of information required in a cont.ext
includes relations and properties (or events or situations fr.om which‘th1s 1nformztt1fc:)r;
be accessed), not just individuals. However, tbere is a posmble way ou
o t set approaches. This is to claim that the initial processing of the. antecedent
o eS setsm\)lp partially described objects which the bridging definite ‘accesses
Sentengs ot al. 1995 for a proposal along these lines in DRT). For (19) this seems
i)sssesible: whenever a washing event occurs one might set up a part.lall}i{dehsci;l;:;(i

object corresponding to the washing substance. One could then claim this 18
is anaphoric to. ' .
e Shilx:ngz;)elrsai h(I))wever, it seems unlikely that such a prediction Hflid-lgn-l;m;lzn
explain the full range of bridging occurrences. Although some cases O : nbegldfne bg
seem primed by an antecedent senternce, in other cases tl}e work.se'ems to ol
the definite (or a combination of both!?). For e).cample‘, in (15) it is }I:O dpz;.er el
likely for a room to contain a char;ldelfieﬁ, b}lt highly 1ik5611¥ that a chandeli
imi can contrast the following example )
E(Z)g;n‘ Sm:larl'};hvgi)olice stopped the car since they thought the trailer /horsebox
/roofrack looked unstable.
b. The police stopped the car since the dog looked dangerous.

(a) seems acceptable, even though a car pulling a trailer is relatively uncommon. (b)
seems unacceptable, though a car containing a dog is more common. Ths d;fferedn?i
is that trailers are highly likely to be following cars, whereas dogs can be found 1

far more situations. . ‘
Finally it is worth noting that bridging can occur with pronouns as well as

definites, providing some motivation for a similar treatment e.g.
(24) oh T was on the bus and he didn’t stop at the right stop (Brown and Yule
1983)

. y g -
9. Situation based approaches should generally have no probl;m w1th};hxs exan;;};]l:,asclnoc;n:l v\vle
i i f event and state. However,

ations are usually taken to be include the notion of ev )

provide later would need extending with a more sophlstlcatved treatment Oi} ntegz;t‘lco;has

10. This point has been made before Groefsema 1995 for slightly different data :

21 Peter: Would you drive a Mercedes? ]
222; Mary: I wouldn’t drive ANY expensive car (Sperber and Wilson 1986)
Groefsema argues that the assumption that a Mercedes is an expensive car does not become

i j from Mercedes, but also via expensive car. ) o
?ice;‘?gs é)l(l:n;;)es were inspi;ed by a discussion in Carter 1987. Carter argues against probabilistic

methods on the basis of a similar pair. However, he only co'nsiders probal?ilitie§ iln :che fotr::;lzi
direction i.e. how likely it is for a car to be followed by a trailer, not how likely it is for a

to be following a car.
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(25) My house was broken into last week. They took the TV and the stereo
(Rich and Knight 1991)

3.2 State-Change Anaphora

Cases involving state-change anaphora are particularly common in task oriented
dialogues. For example in recipes we can get anaphora such as:

(26) Mix the flour, yeast and milk. After 5 mins roll the dough into thin strips

(27) Melt the gelatine in hot water and fruit juice. Pour the jelly into dishes
to cool.

Here the dough refers to the object which results from mixing the ingredients and
then waiting 5 minutes. In a situation based account we could use the described
event and the information provided by the definite to infer an appropriate situation
which describes the state resulting from the event. For DRT there have already
been suggestions to include information about states resulting from events and this
might provide the necessary discourse referents (Kamp and Rofideutscher 1994).
However this does suffer from the problems outlined above concerning approaches
which rely on prediction. It many cases it is not obvious what the resulting state
is, and it is the definite which allows us to infer it. Consider for example:

(28) A tourist wandered into the desert without a compass. I had the unpleasant
job of scaring off the vultures.

4  Towards a dynamic semantics with situations

In the previous sections we provided evidence to suggest that we need to be able
to access relational information from contexts as well as information about entities.
In this section we will informally outline a very simple approach to incorporating
situations in a dynamic semantics. We will then outline the various problems with
this approach which led to the proposal which is given in Section 8.

Reconsider the example sentence a man buys a picture in a model where John
buys picture 1 and Fred, picture 2. Using tuples as in the PLA system (Dekker
1994) this gives the following context:

{ ( john, picturel ), ( fred, picture2 ) }

This context encodes the information about the possible sets of (model-theoretic)
entities brought to the hearer’s attention, and orders the entities.

As argued in the previous section, contexts also need to supply relational
information. We can supply this by building contexts such as the following;:

{ {buys(john, picturel), man(john), picture(picturel) }

{buys(fred, picture2), man(fred), picture(picture2) } }
Here we provide the equivalent to the model theoretic entities supplied by PLA, but
also provide the relations and properties they are involved with. In some versions
of situation semantics terminology, man(john) would be called an infon sometimes
written as (man,john,1), and in some versions, a set of infons would constitute a
situation, so we would have a context consisting of a set of two situations. The
intuitive notion we want to preserve is that the context encodes those parts of the
world (or some described scenario) which the conversation is about. We will talk
about the context as a set of situations which are parts of the ‘actual’ situation (or
some imagined situation which the conversation is about). The precise status of the
contexts, and whether they should really be called situations doesn’t seem to be
crucial for the discussion of anaphora, so we will remain relatively uncommitted.
We will even remain uncommitted as to whether situations should be thought of as
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parts of the real world, or merely as hearers’ conceptualisations of the world (i.e.
mental constructs similar to mental spaces, Fauconnier 1985).

We have now suggested one way in which contexts might look. The second step
in providing an account of anaphora is to say how pronouns and definites access the
context to obtain an interpretation. Consider something like DPL (Groenendijk and
Stokhof 1991). Here the usual assumption for pronouns is that there is some prior
coindexing stage in the syntax that tells the pronoun which index (or discourse
variable) to pick. For PLA there is no prior coindexing stage, rather we choose
dynamically to link a pronoun with the i-th entity from each tuple i.e. the i-th
column in the context.

When we consider the contexts built from the kind of situation suggested
above, there is nothing equivalent to a notion of column (or corresponding notions
of discourse referent or argument position). The only plausible way to access an
individual is first to look along a row (i.e. look in a situation), and then choose
an individual from that row according to some descriptive content, e.g. by treating
he as the male, she as the female. This kind of indirect approach seems natural
for cases of bridging definites, but is highly controversial for standard anaphoric
pronouns (for example, Groenendijk et al. 1995 argue for an indirect approach for
definites, but do not commit themselves for pronouns). To see why this issue is so
controversial we need to consider the notorious ‘two bishops example’!?.

Consider the following sentence in a model where the only bishop meeting is
between the two bishops, Cedric and Marcus.

(29) If a bishop meets another bishop he blesses him

A theory using partial assignments such as EDPL (Dekker 1993) creates the follow-
ing context after processing a bishop meets another bishop

{ (x,cedric), (y,marcus) } { (x,marcus), (y,cedric) }

Here we get two different cases, corresponding to replacing the first bishop by cedric
or by marcus. Similarly, in PLA we would get two cases, according to whether we
order cedric before marcus or vice versa.

When we further come to resolve the anaphoric reference, there are again the
two cases to consider. Whether we link the he and the him to the columns labelled
by x and y respectively, or vice versa, we will require both Cedric to bless Marcus
and Marcus to bless Cedric.

Now consider doing indirect binding, but still with something like EDPL or
PLA. In this case, we separately resolve the anaphors in the two cases. This means
that we can resolve the he to Cedric in the first case, and also to Cedric in the second.
The result is that the sentence gets an unintuitive reading which only requires Cedric
to bless Marcus, but not for Marcus to bless Cedric.

In the case of a situation based account, things are equally problematic. Pre-
sumably any situation which supports Cedric meeting Marcus will also support
Marcus meeting Cedric. We therefore might expect to provide an identity relation-
ship between the infons meets(cedric,marcus) and meets(marcus,cedric). But this
means that the context consists of just the single situation:

{ bishop(cedric), bishop(marcus), meets(cedric,marcus) }

Assuming a treatment of conditionals which checks that all situations supported by
the antecedent can be extended to the consequent, this again allows sentence (29)
to be true when only Cedric blesses Marcus.

Before rejecting indirect approaches (and, for that matter, situation based
approaches), let us consider some linguistic evidence which suggests some advantage

in having an indirect approach. We will then try to merge the best attributes of
both approaches.

12. These kinds of example are due to Jan van Eijck.
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5  Advantages of an indirect approach to anaphora

Groenendijk et al. 1995 argue for an indirect approach to dealing with definite
anaphora on the basis of examples such as the following:

(30) A man is walking in the park. Another man is walking in the park too.
The tallest man whistles.

In this example we pick the tallest man from whichever of the men was the tallest.
We don’t seem to always have to pick the first man, or always the second. This
particular example has some problems however. Firstly we could always pick the
first, since the two participants are indistinguishable. A slightly different version of
the example prevents this:

(31) John bought a pony, a horse and a donkey. He uses the strongest animal
for ploughing.

Secondly, both of these examples could be criticised on the grounds that superlatives

are a special case of definite noun phrases which contain an implicit argument (i.e.

we have the tallest of the men, and the strongest of the animals). To counter these
criticisms consider the following example!3:

(32) When a Sicilian and a Corsican get engaged, the girl’s parents are usually
more concerned than the boy’s.

It is also worth noting that this example works with pronouns i.e.

(33) When a Sicilian and a Corsican get engaged, her parents are usually more
concerned than his.

The cases of conjunction outlined above are problematic for the direct (i.e.
column, slot or referent based) approaches to definite anaphora. However, only the
last example concerns pronominal anaphora. There are cases, especially cases of
disjunction, which seem problematic both for pronominal and definite anaphora
using a direct approach. Consider the following examples:

(34) You will be taught by a lecturer or a researcher. She will use an overhead
projector.

(35) They either took John’s car or rented a van. They then drove it all around
the Highlands.

(36) We can get a young girl to recite a poem, or an older one to read a passage
in French. If it takes her about 10 minutes then ...
(37) Buy a spanner or borrow an adjustable wrench from a local hardware store,

but don’t use it for the small bolts.

Kamp and Reyle (1993:p206) suggest that cases such as (34) can be dealt with by
considering a lecturer and a researcher as alternative characterisations of the same
person. They provide a resulting DRS, but leave the construction rules as a topic
for further investigation. This kind of approach is however problematic for the other
cases. In (35) the potential antecedents do not even share the same role in the first
sentence (the car is taken, the van is rented). Instead, what is common between
the potential antecedents is that they are both suitable for being driven. In (36)
we need to preserve the correct dependencies within each disjunct (which can’t be
done by introducing two new discourse referents, one of which can be a young girl
or an older girl, the other a song or a recitation).

Dynamics semantics also has troubles with some of these examples. Groe-
nendijk and Stokhof 1991 suggest using program disjunction to treat examples sim-
ilar to (34). Program disjunction unions together the possible output states for each

13. This example is again not entirely watertight since one could argue that this is a case of
bridging to the verb engaged. However, bridging itself is certainly a problem for simple column
based accounts since there is no column for the anaphor to link to.
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disjunct-The effect is to treat each case separately, with (34) correctly treated as
ha;/ing a semantics equivalent to:
(38) You will be taught by [a lecturer]; and she; will use an 'overhead projector,
or you will be taught by [a researcher]; and she; will use an overhead
projector.
Program disjunction gives the right results for (.35) and (36?. .(37) is more intcres.ting?
:nce there are different numbers of indefinites in the two disjuncts. It. is not gntlrely
. us how to achieve the correct results in either total or partial versions of
Obvfmic semantics. We not only have to merge the different cases into a single
gg’rrlltext, where appropriate individuals appear in appropriate columns',.but also
must ensure that discourse referents which were c.reated by only one disjunct are
inaccessible outside that disjunct. PLA could pr.0v1de a nea.t trea.tment of examples
(34), (35) and (36) since there is no need to prov1de% prior coindexing. However there
would be particular problems with (37) since, even if the tuples could be merged, the
it would have to refer to the spanner and to the store ra!:hfer than to the spanner and
to the wrench, since the spanner and the store are eqmdlstant. fron.l the pronoun.
Treating these kinds of disjunction'* within the simple situation based mpdel
outlined above is particularly simple. Similar to Groenendijk a.m$l Stokh-of, th.e differ-
ent outputs can be unioned together. However, each outpu_t is just a situation, and
there is no problem with unioning together situations of different sizes. The use of
an indirect approach to anaphora also means that there is no.need to allf)cate. eac'h
entity in separate disjunctions into some ‘correct’ column, since each. 51tuat'10n is
considered independently. We will consider disjunction more formally in Section 8.

6 Between a direct and indirect approach to anaphora

The discussion so far seems to suggest that a direct approach to anaphora is neces-
sary for the ‘bishop’ example, but that indirect approaches might have advz.mtag.es
for cases of disjunction, cases involving the tallest etc., and, from our earhe.r dis-
cussions, cases of bridging reference where the antecedent can’t easily be predicted.
How can we reconcile the data?

One feature of the ‘bishop’ example is that both pronouns are ambiguous. In
contrast, in the other examples considered, the pronouns or definites were unam-
biguous: there was just a single individual satisfying the description in each case. It
thus seems that either an anaphor picks up a unique individual in each individual
case, or it picks parallel individuals.

How can we build in a notion of parallelism into a situation based account?
One relatively simple way is to associate individuals with indices. If, for example,
two individuals in different situations were both associated with the same indefinite
noun phrase, then they share the same index. The situations now not only encode
the part of the world brought into attention, but also something of the way in
which each individual in the situation was introduced into attention. For example,
interpretation of the antecedent of the conditional in the ‘bishops’ example would
set up two situations with different indexing i.e.

{ bishop(cedric), index(cedric,1), bishop(marcus), index(marcus,2),

meets(cedric,marcus) }

{ bishop(marcus), index(marcus,1), bishop(cedric), index(cedric,2),
meets(cedric,marcus) }

14. This is just one class of disjunction. Other kinds of example include I ezpect a man or a
woman will come. She would be happy to help. In this example we only need to consider extending
the situations introduced by a woman coming. The second sentence says nothing more about the
situations introduced by a man coming.
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As before we look into each situation separately, but now an object can be chosen
via its index.

To obtain the two ways in which a pronoun can refer, we interpret a pronoun
either as either a simple definite, or as a definite with a restriction that the individual
must have the appropriate index. Using generalised quantifier notation, the two
interpretations for he sleeps would be:

e the(Ax.male(x), Ay.sleeps(y))
e the(Ax. male(x) & x =73, Ay.sleeps(y))
iis interpreted in a situation as an object with index i. In the formalism we present
in Section 8, the second of these formulae is effectively equivalent!® to the simpler:
male(i) A sleeps(7)
This is due to the fact that indices are chosen so that no two items in the same
situation share the same index!S.

We have suggested that pronouns can be interpreted by simple definites (in
contrast to the elaborate definites provided by E-type approaches). How should
definites be interpreted? Here we will give two pieces of data which have affected
our approach, without giving any justice to the huge literature. The first piece of
data is examples such as:

(39) John saw a doctor at the health centre. She/the woman was very helpful.

Here we seem to get a correct interpretation for the discourse if we simply rule
out the cases from the first sentence which involve male doctors. This suggests
that there is no presupposition failure involved, just a sentence coming out false in
certain cases.

The second piece of data is from definites involving other noun phrases e.g.

(40) The man who owned a donkey brought it to the fair

Here the it can access its antecedent, donkey, even though this is nested within the
definite describing the man. This is problematic for treatments such as Barwise and
Perry’s, where the descriptive content of definites is thrown away once the referent
is found. Consider the following sentence:

(41) The man in the red vest is the governor

Barwise and Perry convincingly argue that the the descriptive content of the definite
should not be added to the content of the sentence as a whole. The sentence does
not seem to commit the speaker to having asserted that there is a man in a red
vest. For example, it would be infelicitous for the hearer to answer: It’s not red, it’s
pink. Our treatment similarly does not add the content of a definite to the content
of the sentence. However, we do add it to the context i.e. the speaker brings the
information into attention as opposed to asserting it. This allows treatment of (40).

A further question concerns whether definites themselves ought to get a read-
ing similar to the indexing reading of the pronoun. Even with the limiting of unique-
ness to uniqueness within a resource situation, we have too strong a requirement
for some anaphoric definites. Consider the following sentence:

(42) When a Protestant marries a Catholic, the vicar is careful about the
words he chooses

Consider if in one case the Protestant just happens to also be a vicar. The sentence
seems to apply equally well to this case, with no possibility of interpreting the vicar
as the Protestant. However, in indirect approaches such as Groenendijk, Stokhof
and Veltman’s, and in what has been proposed above, this is exactly what might
happen, causing uniqueness to fail. Moreover, this is an example where there is no

15. There is a minor difference in that the definite introduces an extra redundant index.
16. We might want to change this. For example, coordinated noun phrases perhaps should result
in the individuals concerned sharing the same index.
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tactic coindexing of the vicar with an antecedent, so the lack of a reading couldn’t
il forced syntactically (as, for example, other cases of parallelism are enforced by
s =7 (i)ng prior coindexing in DPL)!". The view of definites as also being ambiguous
asst‘:vr:en two readings, one involving indexation one not, might gain support from
3 sidering plural anaphora. Firstly, there are convincing arguments (e.g. Elwor-
ol 1995) that plural pronouns require the kind of referential treatment we have
. osed here (i.e. a treatment which considers the actual sets of entities that pro-
prOPS refer to, as opposed to some claimed syntactic antecedent). Secondly, there
Z?eurgases of plural anaphora which seem to exhibit the same bifurcation betwe.en
consideration of all individuals in a context versus considering only individuals with
the same index. Contrast the following examples:

(43) John met Peter and Susan. The .b.oys then went.oﬂ' to the cinema.

(44) Everyone at the school went to visit the other children. The boys really
enjoyed the visit

In the first, example, the boys refers to all the boys in the context without wo.rr.ying

about their indexing. In contrast, in the second example, the. boys has additional

readings where it refers to all the boys with the same index (i.e. all the boys who

visited, or all the boys who were visited).

7  Some final motivation: plurals and telescoping

In the last section we suggested that a quantifier such as everyone introdu;es 'in.divid—
uals which share the same index. But what kind of context should these 1nd1.\/1duals
be embedded in? The anaphoric properties of universal quantifiers are very different
from those of indefinites, so we wouldn’t want to produce the same kinds of context
for both (i.e. sets of situations). However, if we don’t use sets, what are the other
options? : ' '

Let us return to the original intuitions we used for introducing sets of situa-
tions. The idea was that each situation corresponds to a part of the world brought
to attention. In the case of indefinites, we may have more than one part of the world
to consider: the hearer knows that one of them is in attention, but doesn’t know
which one. We thus have a kind of meta-level disjunction é.g. (sl is in attention) or
(s2 is in attention). Given this perspective, the obvious kind of context to crea'te f?r
a universal quantifier is one where various situations are brought into att?ntlol.n in
parallel e.g. (s1 is in attention) and (s2 is in attention) 1.e. a meta-level conjunction.

Consider how this might help with a treatment of plural anaphora to universal
quantifiers. Given the discourse,

(45) Every child had a good time visiting the grotto. They particularly enjoyed
the reindeer

the first clause creates a set of situations which are all in attention. The referent for
the pronoun is then created by summing parallel individuals (i.e. individuals shar-
ing the same index) in each situation. Elworthy 1995 works out a similar approach
in far more detail. In Elworthy’s work, the first clause would set up a set of tuples
of individuals, and the they would sum together all individuals sharing a particular
column. Note that this approach differs from Dekker’s PLA system, although the
contexts look similar. Elworthy uses sets of tuples as the result of universal quan-
tification, in cases where we would use conjunctive situations. Dekker uses sets of

iz, Extending coindexing to bridging suggests that if two parallel situations can be extended by
the same bridging inference, then the resulting situations include parallel individuals with the
same index. In this respect the treatment resembles DRT, where an inference can set up a new
discourse referent. There is no stipulation that discourse referents have to be linked to noun phrases
introduced in the discourse itself.
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tuples as the result of existential quantification, where we would use disjunctive
situations.

The idea of keeping multiple situations in parallel attention also provides a
neat treatment of telescoping phenomena. Consider the following examples:

(46) Each degree candidate walked to the stage. He took his diploma from the
Dean and returned to his seat!®

(47) Every girl is expected to swim three lengths. She is also expected to stay
under water for 5 minutes.

(48) Every chess set comes with a spare pawn. It is taped to the top of the box
(Sells 1985)

In each of these we can think of the first sentence as setting up a set of situations
which are simultaneously in attention. The effect of the second sentence is just to
extend each of the situations. We will give formal rules to achieve this in the next
section.

8 A Dynamic Semantics with Situations

The discussion above could lead to a variety of different formalisations. The for-
mal system we shall describe here should be seen as just one example. The prime
consideration here has been simplicity, and we will suggest some refinements in the
conclusion. We assume, similar to DPL, that we are starting with a language of
generalised quantifiers rather than directly with natural language. This assumption
is justified by the fact that there are already well known techniques for converting
reasonable sized fragments of natural language to a language of language of GQs e.g.
using ‘Montague-style’ techniques. A direct mapping from natural language would
be more desirable, but introduces extra complexity.

The rules for the simple fragment are given in Figure 1. Let us first run through
some examples before looking at specific features of some of the rules. Consider the
discourse A man laughs. He cries. Now consider an actual situation in which there
are three men, m1, m2 and m3. m1 and m2 laugh, but only m1 both laughs and
cries. The result of updating an initially empty situation is given below:

A man laughs. i He cries.

index(ml,1), man(ml) laughs(ml1) criasfmel]

\V\W) laughs(m2)
index(m3,1),man(m3)
{index(m1,1),man(m1),laughs(ml) }
) vi{; }
{ index(m2,1),man(m2),laughs(m2) }

{ index(m],1),man(m]),laughs(m]),cries(m])}
The rule for existential quantifiers picks a new index, index 1, and forms a dis-
junction from the situations resulting from extending the situation, first with the
indexed object, then with man(T) followed by laughs(1).7 is a term in the logical
language which is interpreted in a situation as the object with the index i. A dis-
junctive situation can be extended by extending each member of the disjunction.

18. This example is given in Roberts 1987 acknowledging Barbara Partee.
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cylt is another disjunctive situation, possibly with some cases pruned out ((‘)r
e = s‘introduced by new indefinites). This exactly parallels what occurs in
eXtraE]C)i’SICJ with sets of possible assignments. - ' .
il Now consider the sentence If a man laughs, he smiles in an actual s1tuat1.on
i (t)o the one above, but with the added feature that m1 and m2 bqh smlle.

. lication rule is based on the relatively standard idea that all possible situa-
g mlp_lf :ne the antecedent must be able to be extended by the consequent. The
e = y;ntgion of the rule is however unusual. In the case where the antece.dent
i fom’(li"l é\mctive situation, the effect is to turn the disjunction into a conjunc-
Createvshiach 12 then extended by the consequent. These two steps are shown in the
tion ¥

following figure:

similar

If a man laughs

{ index(ml’1),man(m1),laughs(m1) } }
{{ index(mZ,1),man(m2),laughs(m2) }

If a man laughs he smiles

index(ml,1),man(ml),laughs(ml) smiles(ml)

AD

-

index(m2,1),man(m2),laughs(m2) smiles(m2)

{ index(ml,1),man(ml),laughs(m1),smiles(ml) } }
{{ index(mZ,1),man(mZ),laughs(mZ),smiles(mZ) }

Since we have a conjunction, both of the situations satisfyiflg the ﬁmte.ceden.t must

be extended (otherwise we would get a L into the conjunction, which is equivalent

b theTﬁTiﬁé&iiﬁ?ﬁ ft(fr Jt_lzls particular formulation of the implication rule comes

from looking at suppose. Consider the following discourses:

(49) Suppose Jones owns a book on semantics. Then he uses it (Kamp and

Reyle 1993) . .
(50) Suppose Jones has a daughter. Then will she help him?
Consider the first!?. Here we seem to need to consider every scenario in whi.ch Jones
owns a book on semantics. Interpreting John owns a book on semantics will create
a (meta-level) disjunction of situations e.g.

V{ { owns(john,book1), book-on-semantics(book1) }
{ owns(john,book2), book-on-semantics(book2) } } . o

The effect of suppose is to turn this from a disjunction into a conj_u.nctlo.n Le.it brlr}gs
all the cases into parallel attention. We interpret then he uses it in thls.conjufmtwe
context, giving the interpretation that he uses all the books on semantics which he
owns.

19.1 would prefer this example if uses were replaced by would use. Modals oftfen seem to signal
that we are remaining in a hypothetical context. Once we use a non-modal thls' signals that \}\:e
should look again at the cases rejected by the hypothesis as well as the-case considered under the
hypothesis. We will give no account here of how to close off a hypothetical context.
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This treatment of implication gives strong readings to donkey sentences. For
example, the sentence:

(51) If a farmer owns a donkey he beats it

is interpreted as true (provides a transition to something other than 1) only if every
case in which a farmer owns a donkey can be extended to one in which he beats
it. There are various ways in which we might attempt to get weak readings. One
is to retain more structure so that a disjunction of a disjunction is not flattened to
a disjunction of the individual cases. Asymmetric readings would result from only
converting the top levels of disjunctions into conjunctions.?® Another possibility is
to give a singular pronoun such as it an extra reading corresponding to one of them.

Let us now look at some individual features of the rules in Figure 1. Figure 1
uses the convention s for situations, ss for situations or structured situations, as
for the actual situation, and rs for the resource situation.

S[[R t1 ... tn”as =sU {R(tl,...,tn)}
if [[tj] Zs = tj, [[R]];s = R, and as}:R(tlr“rtn)

= 1 otherwise

s[[~¢llas =s
if s[[¢]]as = L

= 1 otherwise
s0AWllas = (s[@llas) [W]]as
S0V ellas = V{ss | ss €y s[[@llas V 55 €y s[]]as }
sllé = llas = (Afss | ss € s[[¢]las}) [Vl
sl3i(¢)las = (V {ss | Jobjcas. ss €y (s U {indez(0bj,i)})[[6D)]las}) [%()])as
s(Vi(¢)llas = (A {ss | objeas. ss €y (s U {indea(0bj,i)}) [6(@)]]as}) [0®)]]as
5[[prois (@, ¥)]las = ISOMIO]]
s([proi(¢, ¥)]las = s{[the:($¥)]]as

s[[thei(#,¥)]]as = (V {ss | Jobjers. ss €y (s U {indez(0bj,i)}) [[¢(?)]1T’ &
Vobj’Es s.t. obj’# obj. (s U {index(0bj,i)}) [[p(i)]]rs = L

1 [ @)]as
VS[[8]) = Viss’ | s € S. ss[[4]lss'} ASI#)) = A{ss’ | 3ss € S. ss[[¢]Jss'}

20. This makes asymmetric quantification dependent upon the scoping of the quantifiers in the
antecedent. The result is that outerscope quantifiers in the antecedent correspond to the cases
which are quantified over. Kadmon 1988 argues that this is the correct generalisation. She gives
the remaining quantifiers a weak (existential) reading. However, there is some data which doesn’t
seem to fit this. Consider If a poor girl has a toy she usually gets good use from it. Here there
seems to be a reading where most poor girls play with most of their toys. Zimmerman 1993 makes
a similar point with regard to the sentence Most environmentalists who buy a car buy a pink
diesel.
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/\(Au{i}):l V(A U{l})=VA
MAY = A V{A}=A
V{} =1 /\{} =T

[’Z‘-]]s — ob] A €y Ss iff

([l if sfzindex(0bj,1) 3S.ss=\/Sand A €y Sor
ss = s for some s and A = s or
3S.ss = AS and A = ss

Figure 1: A Dynamic Situation Semantics

The first rule interprets a ground term in the logical languz?ge. If the. argu.ments ;lfe
all constants, the result is to add the corresponding infon into the situation e.g.

{ sleeps(john) } [[sleeps(harry)]] { sleeps(john), sleeps(harry) }

The rule for negation is a rule of negation by failure similar to DPL (see e.g. Kral'l—
mer 1994 for a more sophisticated treatment of negation which allows fina.-phorlc
reference in cases of double negation). Note that here we have already distributed
down to an individual situation. If, for example, we had started with'\/{sl,SZ}, and
if s1[[¢]]L and s2[[¢]]s3, then we would get \/{s1,52}[[¢]]s1 by using the rule for
distributing into a disjunctive situation.

The rule for conjunction is again similar to the rule in DPL i.e. first process
$, then process . N . .

The rule for disjunction provides a meta-level disjunction over the union of
the various situations or structured situations (excluding L), which satisfy either
of the disjuncts. This is similar to unioning sets of assignments as suggested by
Groenendijk and Stokhof 1991, but has the advantage that there is no problem using
meta-level disjunction for situations containing different numbers of indefinites. The
similar treatment of disjunctions and indefinites means that the following sentences
get similar semantics if evaluated in an actual situation containing just two friends
of Mary, John and Bill:

(52) a. Everyone who met a friend of Mary’s liked him
b. Everyone who met John or Bill liked him

The rule for implication was discussed earlier. Note that in the case where
the antecedent of a conditional is not supported by the actual situation, we get a
conjunction over an empty set. Evaluating the consequent in a context consisting
of a conjunction over an empty set just returns the same context (according to the
rule for extending a conjunctive situation). We call a conjunction of an empty set
T. For any ¢, T[[#]]T (similarly, for any ¢, L[[#]].L). A further sentence will also
successfully extend this context. This is not necessarily correct. Sometimes we will
want to continue to extend the possible contexts set up by the assumption of an
implication, but not always. There need to be other rules to allow a conjunctive
situation to be closed off, perhaps to form a single situation consisting of the set of
all infons in any of the conjoined situations.?2

The rule for existential quantification was discussed earlier. The rule should
be refined to allow existential quantifiers to take wide scope in telescoping cases
(consider e.g. (46) with the Dean replaced by a distinguished visitor). The rule for
universal quantification is similar to that for implication. This is made possible by

?L In the examples we use the convention that john, a constant in the language of GQs, is
Interpreted as the individual john in the actual situation. The actual situation takes the role that
a model would in a standard model theoretic interpretation.

22. There are issues here concerning the context prior to the implication. For example, we might
Want .to let the cases which didn’t satisfy the supposition be continued. Further consideration of
negation, and perhaps modality might be useful here.
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the use of the = convention as opposed to the standard approach in e.g. First
Order Logic of using variables plus an assignment function. As with implication, a
false restrictor gives the context T which can be successfully extended by any new
input. This is correct for telescoping cases, but as mentioned earlier, not correct in
all cases. The rule should also be refined to allow for restricted quantification i.e.
choice of objects not from the actual situation as a whole but from some resource
situation.

Finally there are the rules for pronouns and definites. We assume that pro-
nouns in the input language are in generalised quantifier format e.g. he sleeps is
represented as:

Pro;/i.(Ax.male(x),\y.sleeps(y))

There are two interpretation rules as discussed earlier. The first plugs in the 7 term
into a conjunction of the restrictor and scope. The second rule for pronouns treats
them as definites.

For definites, we want to fetch the unique item in the resource situation which
satisfies the restrictor, and to thread the context formed by evaluating the restrictor
into the scope (to deal with the embedded noun phrases mentioned earlier). This is
achieved by threading the context formed by the one object in the situation which
doesn’t map to a null context. Currently there are two choices for the resource situa-
tion: the situation in which the definite is being evaluated, or the actual situation. If
the contexts were further structured using discourse relations this would introduce
other possibilities.

Finally there are rules for the \/ and A.\/ and A are defined as operations over
sets, but we could equally have used a binary meet and join operation with properties
of idempotence, commutativity and associativity. The resulting operations would
then resemble standard lattice operations. It is however questionable whether we
would want to make contexts into lattices since this would destroy some necessary
structure. For example, the consequence of adding a partial ordering appropriate to
a lattice structure would be to require that \/{s1, A{s1, s2}} = sl. However it is
plausible that a plural pronoun might distinguish between these structures.

9 Conclusions and Future Directions

This paper has provided a preliminary account of how we can construct contexts
consisting of conjunctively and disjunctively structured situations (including the
possibility of disjunctions of conjunctions of disjunctions etc.), and how this can
help in dealing with various kinds of anaphora.

So far, the structuring of the context has been according to the logical prop-
erties of the utterances. What we have not done is to structure the discourse in the
sense that is normally meant by discourse structure. This requires structuring in
the orthogonal dimension i.e. each individual situation needs to be structured ac-
cording to the way the discourse is segmented and how the discourse relates to what
it describes (see e.g. Asher 1993 and Poesio 1993 for approaches to incorporating
discourse structuring into DRT and a version of situation semantics respectively).
Once such structuring were added, it would make sense to allow a greater freedom in
the choice of resource situation. For example, we might allow salient sub-situations
of the current discourse situation in addition to the discourse situation itself and
the actual situation.

Will this greater freedom of choice allow us to cope with all cases? The first
kind of case which might be problematic is represented by example (14) repeated
here:

(53) In Forbach, the castle is next to a lake. In Blieskastel, the castle is on
a hill top.
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How are the resource situations chosen? In this example, ther.e seems no need for
the ‘Forbach’ situation (the major buildings 'd.I.ld events associated with the town
Forbach) to be salient prior to the sentence being uttered. Instead, we seem .to be
able to carve it out of the actual situation using the content of-thu utterance itself.

There are also some cases involving pairs of definites W.hl(‘.h sugggst that you
cannot evaluate each definite separately in a resource situation. Consider the fol-

lowing sentences?®, uttered in a context where there are two boys, two dogs, but

only one boy holding a dog.

(54) The boy is holding the‘ dog tO_'O firmly.

(55) The boy is really enjoying holding the dog.

If we try to evaluate one of the definites by itself we will get uniqueness failure.
However, the sentences seem perfectly felicitous in this context: It segxns that we
need to pick out the pair of a boy and a dog such that thfe boy is ho.ldlr}g the d.og7
and then assert that he is holding it too firmly, or that he is re'ally enjoying holding
it i.e. use a sentence’s given, or, perhaps, its presupp051.t10na.] information together
with a resource situation to establish the referents. This sugggsts that' we need to
extend the approach taken in this paper to allow even more interaction between
discourse context and sentential context.
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In situ binding: a modal analysis

Michael Moortgat (OTS)

AbstraCt we compare two multimodal deconstructions of the in situ bin-
In this Papecr' roposed in [9] for the scoping of generalized quantifiers. The
der ‘I(A’B’ )]’ sI;s of [13] is shown to be of limited generality: it restricts the
geepre an? yeneralized quantifier expressions to associative environments —
- (t)s xgvhere sensitivity for constituent structure is lacking. We propose

Onme:'ve deconstruction where the wrapping operation is independent of
e lnau ement assumptions about the structural context. The analysis is
resource T}?e gineral theory of structural control proposed in [8]: the interaction
baissgl;]zs for the wrapping operation are fine-tuned in terms of unary modal
pr

envir

control devices.

1 Resource control

In [10, 8], the categdrial vocabulary is extended with a pair of unary modal
operagors &, 0!, The base logic for the unary operators is captured by the
residuation laws that also govern the familiar binary vocabulary, cf. (1) below.

CA—B if A—0O!'B

1
A—C/B iff AeB—C iff B— A\C (1)

The embedding theorems of [8] establish a general theory of communication' fgr
substructural grammar logics: in interaction with the standard binary mgltlph—
catives, the unary vocabulary provides full control over structural organization
in terms of precedence, dominance and dependency. The control allows both for
the imposition of structural constraints in regimes with a flexible resource man-
agement, and for licensing structural relaxation in regimes with a more stringent
structure sensitivity. This result suggests a natural division of labour b.etween
‘syntax’ and ‘semantics’, with LP playing the role of the default semantic com-
position language, and the pure residuation logic NL the default language of
structural composition. The intermediate territory can be navigated by means
of the modal control operators. o
We apply this method to a painful open question in the categorial li-
terature: the proper characterization of an in situ binding operation such as
required for the scopal possibilities of generalized quantifiers. In §2, we discus.s
the tension between semantic expressivity and syntactic discrimination as it
arises in the context of quantifier scoping. In §3, we present the analysis of ‘in
situ’ binding proposed in [13], which exploits the properties of an associative
default resource management regime. In §4, we develop a generalized multimo-
dal analysis which is independent of resource management assumptions for the
environment the generalized quantifier expressions find themselves in.
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2 Quantifier scope: syntax-semantics tension

Consider generalized quantifier expressions like ‘someone’, ‘everybody’. ; From
the perspective of LP, we can study their contribution to natural language
meaning via a standard Fregean type assignment (e — t) — t, with lexical
recipes Az.3y[z(y)], Az.Yy[z(y)]. The LP notion of derivability, of course, is too
crude to offer a unified deductive account of the composition of meaning and
form. Suppose we want to refine the LP type (e = t) — t to take syntactic
fine-structure into account. Within L, one can find two directional realizations
of (e > t) - ¢ compatible with the fact that generalized quantifiers occupy
the positions of ordinary (proper noun) noun phrases: s/(np\s) and (s/np)\s.
But imposing order sensitivity in the type-assignment already causes the loss of
scope readings one wants to preserve. Compare ‘peripheral’ versus ‘medial’ oc-
currences of generalized quantifiers. Given a ‘direct object’ assignment (s/np)\s
to ‘someone’, both the (a) and (b) readings of (2) are L-derivable. Given a ‘sub-
ject’ assignment s/(np\s) the (c) reading is not derivable: in L one only derives
the narrow scope reading (d).

(a) A thinks B loves someone ~» someone(/\xAthinks(Ioves(:zc)(b))(a))

©] ~ thinks(someone(/\z.loves(z)(b)))(a) 9
(c) A thinks someone loves B ~» someone(/\x.thinks(loves(b)(z))(a)) &
(d) ~ thinks(someone()\z.loves(b) (2)))(a)

The diagnosis of the problem is not difficult:- the (2¢) reading would require
the generalized quantifier expression to enter into structural composition with
a discontinuous configuration of resources: such syntactic behaviour is beyond
the expressivity of the (N)L connectives:

someone

Below, we briefly compare two strategies to resolve this problem: the rule-based
approach of [4] which postulates type-change axiom schemata to regain the
lost readings, and the deductive approach of [9] which enriches the vocabulary
of connectives with a connective for ‘in situ’ binding which turns the axiom
schemata of [4] into derivable theorems.

FLEXIBLE MONTAGUE GRAMMAR. The proposal of [4] is formulated as a flexi-
ble version of Montague Grammar (FMGQG). Syntactically, FMG is restricted to
combine phrases by means of function application rule schemata. In order to
accommodate quantificational scope ambiguities, the category-to-type mapping
is relaxed to a relation rather than a function: a given syntactic type is associ-
ated with a set of semantic types. The semantic types are not unrelated: from
a generator type an infinite number of semantic types (and the associated me-
aning recipes) are derived via the type-shifting rule schemata of Value Raising
(VR), Argument Lowering (AL), and Argument Raising (AR).

Let us identify the pure application syntax of FMG as NL, and try to
pinpoint exactly where the type-shifting schemata, give a surplus inferential
capacity. Lifting (3a), and its generalizations via (3b,c) to Value Raising and
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ume:

Are t the monotonicity properties of the implicational type construc-

NL: they reflec

tors.

A — B/(A\B), A— (B/A)\B ‘
((Z)) if A— B, ther{ A/C — B/C and C\A — C\B (3)
(c) if A— B,then C/B — C/A and B\C — A\C

t Raising, as a semantic type-shifting rule, is schematical.ly .c.harlacze—
Argg@erz4) (where A — B abbreviates A; — ... A, — B, and similiar y for
rized 11

7).

» = 4
7§ Cc—-D — A-—»((B—»D)—»D)—»C'—»_. L@
po -0 t — Az \w(p_p)—pAg-w(\zB.t(Z)(2)(7)

' i d (6)
izati s schema are not generally valid. In (5) an ,
irectional realizations of this sc ; . ] ‘
Dlre;itl?is a case of derivational ambiguity which happens to b? denvalbls, Hi
E. n ciative setting of L, for generalized quantifiers occupying perip! e;a
the':’b Sr?s in their scopal domain. The derivations represent two semantically
positio

distinct L proofs of the theorem
(np\s)/np = ((s/(np\s))\s)/((s/np)\s)

turning a simple first-order transitive verb into a third-(?rder funct(?r takl'rég
second-order generalized quantifier type arguments, encodlng tl;e szbj}eic’; ;;1 0ef
i j ide scope (6) reading, respectively. A cha
scope reading (5) and object wi : e
theptransitive verb type from (np\s)/np to np\()np\s) (as Ih(?ﬂd bi ;e&l;lroesjezz
Dutch), is enough to ma

b-final languages such as German or , 1 01 :
:fi:ie scope reading underivable. What one would like to obtain in full gene@hty
is the possibility of having a generalized quantifier phrase at any np position,
exerting its binding force at any s level of embedding.

tv
tv: (np\s)/np T1:np JE
To:np tvz: : np\s \E
tvzizo @ s /I
Az1.tvzizo : s/np z2 : (s/np)\s \E )
z2(Az1.tvzizo) & 8 \I
z3 : s/(np\s) Azo.z2(Az1.tvT1T0) : Mp\S /E
z3(Azo.z2(Az1.tvE1Z0)) S \
Az3.23(Az0.22(AZ1.tvT1T0)) @ (s/(np\s))\s /

AL2Az3. 23 (Awo.w2(AT1.tvaizo)) : ((s/(np\s))\s)/((s/np)\s)
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tv

tv:(np\s)/np ziimp
=V TN ML - T

— /E
Zo : np tva; i np\s \E
tvzizo @ s
T2 1 s/(np\s) AZo.tvz1zo : np\s >]IE (6)
z2(Azo.tvzizo) : s P
AZ1.z2(Azo. tvaizo) : s/np z3 : (s/np)\s \E

T3(Az1.22(Amo.tva1T0)) 5 1
/\zz.zg()\acl.zz(/\aco.tvzlzo)) : (s/(np\s))\s \ I
AZ3AT2.23(Az1.22 (Azo.tva zo)) - ((s/(np\s))\s)/((s/np)\s)

As an illustration for the FMGQ type-shifting approach, take the sentence
‘Mary thinks someone left’. In (7) we list the necessary steps producing the wide
scope reading for ‘someone’. We give both the semantic shifts — abbreviating
A — B as (AB) — and their directional counterpart. The (AR)
‘left’, with the generalized quantifier variable zo in head position, is the critical
one that cannot be obtained as a pure NL proof term. Combining the words

(in their shifted types) by means of functional application produces the desired
reading.

transition for

left np\s = np\((s/s)\s)
(et) =vr (e((tt)t)
left = Az1Azo.21 (left(z0)) (= left’)

np\((s/5)\s) = (s/(np\s))\((s/5)\s)
(e((t)t) =ap ((et)t)((tt)t) ()
left’ = AL ATz (Az 1.0 (left(z1)))

thinks  (np\s)/s = (np\s)/((s/s)\s)
((et)) =ar ((tt)t)(et)
thinks = )\a:g)\xo.xg(/\zl.thinks(ml)(xg))

A CONNECTIVE FOR BINDING. The challenge for the deductive approach is to
identify within the theoretical space of the substructural grammar logics a con-
nective with the proper inferential capacity to render the critical AR cases (the
cases beyond the reach of (N)L) derivable.

As a first approximation, (8) presents the connective q(A, B,C) for ‘n
situ’ binding proposed in [9]. Use of a formula 4(4, B, C) binds a variable z of
type A, where the resource A is substituted for (takes the place of) q(4, B, 0)
in the binding domain B. Using q(A, B, C) turns the binding domain B into C.
In the generalized quantifier case we have typing g(np, s, s) where it happens
that B = C' = 5. For the semantic term decoration of the rule of use [¢L],
assume t(q(4, B, C)) = (t(A) — t(B)) — t(C).
Alz: Al=t: B Ily:Cl=wu:D
T[Af: ¢(4, B,O)] = ulz0a /3] D 12 (8)
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an illustration of the use of the g connective, (9) gives direct cut-free proof
E rch for ‘John thinks someone left’, with wide scope ‘someone’. (Compare:
searc

the FMG strategy of (7).)

MW TR 2o 2N agy
np,np\s = s np,np\s = s

(/L) »
np, (np\s)/s,[& p ] np\s = [u 5] sl LI
np, (np\e)/ o, someone:q(rp, ,) | mp\s = [sleomeone(dav)/o] ]

u = thinks(left(z))(j), .
ylsomeone(Az.u) /y] = someone(Aa.thinks(left(x)) )

Carpenter [1, 2] offers an in-depth discussior.l of the empirical rangciﬁoft?he
binding connective as compared with compet.lng a.pproaches Ito quantification
h as Cooper storage or LFG style type-driven interpretation), ‘arhld he puts
e e the binding connective in a treatment of plurals and collectivity. .It may
:)Z li:rorthwile to stress the different ‘heuristic’ qualities of the. d'eductlve a{)};
roach and the rule-based type-shifting alternative. The t.ype—b?hlftlng approac
P ecifically designed to handle the semantics of quantificational phengmena
fnfiir minimal type assignment assumptions.. The deductive approachhmtro—
duces a connective, i.e. a fully general operatilon on types j(.h&t cannot lfitve a;
construction-specific limited range of applicatlor.l. Support for the ge.nelr?iD ity 04
a connective for in situ binding can be foum?l in the analyses of Pied-Piping
([14]), or more ... than comparative subdeletlpn (1B])- e thenmetic
The ¢ connective, as presented above, I‘alSt?S a number f)f mo e. - ec;r\;s. tlh
and proof-theoretic questions which we address in the following sectllonsé i '
the [¢L] inference, we have given a rule of use — wh.at about the rule o proo
for the in situ binder? Can we give the interpretation of the ¢ connfactlve in
terms of the general models for categorial logics, so that the proposed inference
rules can be evaluated with respect to soundness and completeness? I§ the ¢
connective a primitive or a defined operator? Noti.ce that th.e seman.tlc term
assignment for the [¢L] inference shows the interaction of two 1mphcat10n? (t}}ie
application and abstraction operations in z(Az.t)) —.could we decompose th.e
g connective into more elementary logical constants, in a way that makes this
implicational reasoning explicit?

3  Deconstructing ¢ in an associative regime

In [13], one finds a multimodal analysis of the q connective W}lich addfesses
these questions. The deconstruction of in situ binding presented in [13] assumes
a multimodal setting with three families of multiplicatives: associative e,, non-
associative e, and a wrapping mode w which mediates betwee.n the twol. The
relevant structural postulates are presented below in axiomatic format.! The
Tﬁ constant I has to be added to allow for cases where the in situ binder is pAeriAphe'ral
in its domain. There are model-theoretic and proof-theoretic problems with a multiplicative

identity which we ignore here, because the alternative to be presented in §4 does not make
use of J.



interpretation of the multimodal type language and of the structural postulates
with respect to the general categorial frame semantics or its groupoid speciali-
zation, and the transformation of the axiomatic presentation into Gentzen-style
sequent format, are standard. We refer to [11] for a general discussion.

(I) Tey A— A Ao, T
(A) (Ae;B)e,C —— Ae, (Be, C) (10)
(WN) (Ae;B)e,C «— (Ae,C)e, B

The interaction postulate W N is the crucial feature of this analysis: an associa-
tive configuration (Ae, B)e,C can be reanalysed as B in wrapping construction
with a configuration A e, C. The non-associativity of e,, keeps track of the ‘in-
sertion point’ for wrapping, the associativity of e, makes any position in an
associative configuration eligible as a potential locus for wrapping.

Given the postulates (10), the proposal of [13] is to define the connec-
tive g(A, B,C) as (B/yA)\,C. Compare the [¢L] rule of (8), repeated below
for convencience without the term decoration, with the partial deduction for
(B/wA)\wC in (12). (Here and below, we abuse notation a little to economize
on brackets, and write the logical connectives e; where we should have their
structural counterparts (-, -)? in sequent antecedents.)

A[A]= B T[C]=D
I‘{A][q(A,B,C[)]} =>p @b (11)
(AeyA)e, A'= B
(Ao, Ao, A= B
Ae, A'= B/, A fw F[C]:>D\ . 12)
T[(A en A) 0y (B/wA)\uC]= D
(A v, (BuAw0) 0 815D 18
T[(A e, q(A, B,C)) e, A'l= D ’
As an illustration, (13) gives a derivation for the sentence ‘John thinks
someone left’ which produces the wide-scope reading for ‘someone’, under the

standard Curry-Howard term assignment regime. We delay unpacking of the
lexical type assignments to facilitate reading.

&e
John e, (thinks e, (np e, left)) = s
((John e, thinks) e, np) e, left = s
((John e, thinks) e, left) ey, np = s
(John e, thinks) e, left = s/wnp \w s=s JuL (13)
((John e, thinks) e, left) oy, (5/ynp)\ws = s %
- (def)
((John e, thinks) e, left) e, someone = s
((John e, thinks) e, someone) o, left = s i
John e, (thinks e, (someone o, left)) = s

On closer inspection, we see that the deconstruction of the connective
q(A, B,C) as (B/wA)\wC is not entirely faithful. The [¢L] rule (11) is for-
mulated in a ‘context-free’ fashion: it does not impose any restrictions on the
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. ~nment of the ¢(4, B, C) formula. In contrast, the decomposition of (12)
g f (10) is parasitic on associativity: a ¢(4, B, C) formula can only live
i Ociative environment, i.e. an environment where constituent structure
E aqio is lacking. In the absence of associativity assumptions for the default
sensltlv?tyon mode, the interaction postulate W N cannot realize the required
e lc.sibilities7 for a q(A4, B,C) formula. If one replaces e, in the example
scopéi)l P;) lion—associative product, the derivation of the non-local scope reading
gll?;i 1}1/1 the next section, we present an alternative decomposition of ¢(A, B, C)
;hiéh overcomes this limitation of the Morrill analysis.

4 A general multimodal analysis

The multimodal decomposition to be presented be.Iow is based on communiczf—
tion between a wrapping mode, which here we’ll write as o, and a §et of modes it
interacts with. We first present ‘in situ’ binding from t.he perspective of the pure
residuation logic NL, to make it clear that the ana@ysm does not depend on any
resource management assumptions about the e'nvuronment qf the .o @ode, but
solely on the postulates governing the interaction of W.rappmg w1Fh its strt}c—
tural context. The generalization to the case where o interacts with a family
of modes e; is entirely straightforward. The required structural postulates are

given in (14).

(PO) OA s Aot (PO')
(P1) (AoB)eC «— Ao(l)(Be(C) (P1) (14)
(P2) Ae(Bo(C)«— Bo(r)(Ae(C) (P2)

For the binary wrapping mode, postulate P0 introduces a degenerate case
OA, defined as the composition of A with a type constant t. The constant func-
tions as a structural placeholder. The interaction postulates P1 and P2 regulate}
the communication between e and o. The postulates are two-sided variants of
the Mixed Associativity and Mixed Commutativity principles introduced in [12]
for the analysis of head adjunction. In the left-to-right direction, the postula.tes
P1 and P2 swap the dominance relation between o and e, for a o conﬁgura.,t%on
embedded as the left (P1) or right (P2) factor of a e configuration. In raising
out o, the affected e configuration is marked with (l) or (r), respectively. The
modal decoration makes the right-to-left direction of the interaction postulates
deterministic — a crucial feature for keeping track of the structural position of
the hypothetical A assumption bound by the q(4, B, C) binder.

COMPILATION OF ‘IN SITU’ BINDING. Given the postulates (14), the connective
q(A, B,C) can be defined as &(C/,(OVA\yB)). The partial execution compi-
lation of the [gL] rule is presented in (15). Notice that there are no conte.xtuz.xl
restrictions on the occurrence of the ¢ connective. Some notational sugaring is
used to make things more legible: OLA[t] stands for a configuration A[t] with
a path of (1), (r) diamonds connecting the root to the placeholder t. In .the
antecedent, we again abuse notation in writing the logical product connectives
for their structural counterparts.



A[A] = B

A[oDlA] = B DLL,
A[0l4Aot]= B Plgl’/m/
OlAdoOLA[t] = B \wR
OlAft] = 0lA\,B r[C]= D 1oL (15)
[[C/w(0'A\wB) 0 OLA[t]] = D PI/P“é
[[A[C/w(O'A\wB) o t]] = D 0
F[A[O(C/w(DlA\wB))]] =D (def)

I'[Alg(A,B,C)]] = D

NON-LOCAL SCOPE: SAMPLE DERIVATION. We illustrate the non-local scoping
possibilities of g(np,s,s) in (16), a derivation for the wide-scope reading of
‘John thinks someone left’.

&c
John e (thinks e (np e left)) = s

John e (thinks e (OOnp e left)) = s
John e (thinks e ((O'np o t) e left)) = s
John e (thinks e (Olnp o (I)(t e left))) = s
John e (Olnp o (r)(thinks e (I)(t e left))) = s ,
Olnp o (r)(John e (r)(thinks e (I)(t e left))) = s (16)
(r)(John e (r)(thinks e (I)(t e left))) = Olnp\ys '~ s=s Jol
5/w(0Onp\ys) o (r)(John e (r)(thinks e (I)(t e left))) = s Y
John e (s/4,(0O'np\ys) o {r)(thinks e (I)(t e left))) = s
John e (thinks e (5/y (04np\ys) o () (t e left))) = s
John e (thinks e ((s/4(0'np\ys) o t) e left)) = s
John e (thinks e (O(s/4(0'np\ys)) e left)) = s

olL

/

/

/

In order to use the type O(s/y(0O'np\ys)) for ‘someone’; we have to unpack
the © operator, thus introducing the wrapping mode o required for the impli-
cations /), \w. This is effected by P0. The scope of the generalized quantifier
expression is determined at the [/, L] step. This stage of the derivation is re-
ached via a sequence of applications of the P1 and P2 structural postulates.
The structure which the in-situ binder travels through to reach its scope-taking
position is ‘frozen’ by the (l), (r) marking leading back to the place of origin,
which is marked by t. The hypothetical reasoning with respect to O!np assump-
tion starting at [\, R] traverses this path in the opposite direction, ‘unfreezing’
the (I), (r) markings as it passes them. At the point where the binding site is
recovered via P0’, the basic residuation law OO!np — np applies, cancelling
the © and O! operators.

COMPLETENESS. We interpret the type language with respect to multimodal
frames
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F = (W,R3,R3, R, R}, R?, ) (17)

We assume We have an object * € W for the interpretation of the placeholder
d

onstant, i-€- v(t) = {*}. For the degenerate wrapping case ¢ we have the
Zonstraint (18) to the effect that R is defined as {(z,y) | Rizyx}.

PO, PO/ R2zy < Rizyx (18)

The interaction postulates P1 and P2 have the required form for the
Gahlqvist completeness result of [7]. One easily computes the corresponding
frame constraints, using the Sahlqvist-van Benthem algorithm. (We write dotted
lines for Ro and Ry, firm lines for R, and R;.)

u
z u v

VAR e

T
(P1) Fw(Rezyv & Rovzu) & FtIw(Roxzt & Ritw & Rewyu) (P1')

o y\w/u
v
AVARREEN
T ‘e - o
(P2) Fv(Rezvy & Rovzu) & t3w(Roz2t & Rytw & Rewuy) (P2)

(20)

Notice that one could introduce e;, e, as defined operators, for the com-

positions (I)(- e -) and (r)(- e -), respectively, and obtain (21) — saving some
ink, but changing nothing in the setup of (17).

(pl) (AoB)eC +— Ao (Be C) (pl) (21)
(1) Ae(BoC)— Bo(de.C) (p2)

We close with some remarks on the use of g(A, B,C). The decomposi-
tion of ‘in situ’ binding as (s/.,(0'np\ys)) has been tested on the benchmark
examples of scope ambiguity in [4]. In multiple quantifier interactions, the re-
quired scopal possibilities are produced — such as, for example, the eight read-
ings for ‘Fred thinks every schoolboy believes a mathematician wrote Through
the Looking-Glass’ displayed in (22). (We write GQ1 for ‘every schoolboy’ and
GQ2 for ‘a mathematician’.)
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(GQ2 Azo.(GQL Azp.((THINK
(

BELIEVE ((WRITE TLG) %)) 1)) FRED)
(¢Ql Azo.(GQ2 Azy.((THINK

BELIEVE ((WRITE TLG) 1)) o)) FRED)
(¢Q2 Azo.((THINK (GQL Az;.((BELIEVE ((WRITE TLG) o)) *1))) FRED

(( ( )

(( ( )

(( ( ) )

((THINK (GQ2 Azo.(GQL Az1.((BELIEVE ((WRITE TLG) o)) 21)))) FRED)
(¢Ql Azo.((THINK (GQ2 Az1.((BELIEVE ((WRITE TLG) 1)) %0))) FRED))
(( ( ) )

( ( ) )

( ( ) )

(

N S N

((THINK (GQ1 Azo.(GQ2 Azi.((BELIEVE ((WRITE TLG) 1)) Z0)))) FRED

( ( ) )
(¢Ql Azo.((THINK ((BELIEVE (GQ2 Az1.((WRITE TLG) z1))) Zo)) FRED
N ) o)

((THINK (@Ql Azo.((BELIEVE (GQ2 Az;.((WRITE TLG) 1))) Zo))) FRED

22)
Notice that for the ©(s/y (0 np\ws)) decomposition of the in situ binder, the
following variant of the Geach law is derivable. This type transition would be
appropriate to shift a regular sentence level generalized quantifier (e.g. ‘some-

one’) to a verb phrase level generalized quantifier (e.g. ‘himself’). Under the
analysis of §3, this type transition is underivable.

q(np, s,s) — q(np, (np\s), (np\s))

i.e. O(s/w(D'np\us)) = O((np\s)/w(Onp\u(np\s)))) (23)

&c
np e (Olnp o Olnp\y,(np\s)) = s
Olnpo (r)(np e (Olnp\y(np\s)) = s
(r)(np o (Otnp\u(np\s)) = Olnp\ys '~ s=s JuL o
(o/o (@ p\ws)) o (1) (np @ Clnp\u(wp\)) = 5 )" s
p e (o/ (@ np\e)] o (Dnp\u(np\s) =5, o\ o
l J' w t)
8/w(3'np\ws) = (np\s)/w(O*np\w(np\s)))
O(s/w(Otnp\ws)) = O((np\s)/w(Otnp\u(np\s))))

P

Notice also that for the deconstruction of ¢ proposed here, the ‘modal’ form

of the lifting law A — B/(A\B) is (25a), not (25b). For conjunction of proper
names with generalized quantifier noun phrases, one uses any of the ‘regular’
lifted np types, cf. (25¢) and (25d).

(a) FoOlA — O(B/y,(OVA\,B))

(b) }71 A— O(B/IU(DLA\UJB)) (25)
(c) FO(s/w(Oinp\ws)) — s/(np\s)

(d) Fnp—s/(np\s)

As remarked above, one can generalize P1, P2 to multimodal interaction princi-
ples by replacing e by e;, and specifying the set of modes 7 which the wrapping
mode o interacts with. One can also differentiate the wrapping mode itself,
and distinguish wrapping variants that would interact with different contextual
environments. Such distinctions would make it possible to lexically discrimi-

nate between generalized quantifiers with different scopal possibilities. We leave
further elaboration for another occasion.
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The Semantics of Paths and Spatial Orientations

Seungho Nam
Seoul National University

¢ aims to provide a formal semantic analysis of spatial expressions

apeh so to build up a general logic of space to give compositional

Engls {ons to sentences containing locative prepositional phrases (PPs).

space proposed here is an enriched version of traditional

by Tarski (1927/1956), and it introduces two fundamental

ath and orientation, and defines their structures. Thus we extend
] domain with spatial objects called regions.

topology
potions, Pa!
the ontologica

Nam (1995a) proposes the following typology of locative PPs, where
pelongs four classes of locatives. This paper, however, mainly deals with
two of them: (1b) Symmetric locatives, and (1d) directional locatives.

(1) Four Classes of Locati_ve PPs . .
a. Topological Invariants — PPs with at, in, on
b. Symmetric Locatives
— PPs with across, through, over, past, around
c. Orientational Locatives
— PPs with in front oflbehind, to the leftiright of, abovel/below
d. Directional Locatives — PPs with to, from, into, out of, towards

First, before getting into logical technicals, in section 1 we illustrates some
semantic facts revealing two notions underlying the semantics of locatives
—symmetry and homogeneity.

1. Symmetry and Homogeneity in Locatives
1.1. Symmetry-1

Locative PPs combine with a predicate and denote a predicate modifier.
Crucially they are interpreted as determining a spatial property for an
argument of the predicate. For example, in (2a), in front of the house
determines a property 'being in front of the house' for the object argument
'Mary', so (2a) entails (2b).

(2) a. John saw Mary in front of the house
b. & Mary was in front of the house

(3) a. John spied on Mary from the control tower
b. k& Johnwas in the control tower
c. k& Mary was not in the control tower

In (3a), the PP from the control tower determines a property 'being in the
control tower' for both the subject and the object argument. The property
specifies the location of the subject argument 'John,' and its complement
the location of the object 'Mary.' Thus (3a) entails both (3b) and (3c). Now
consider the following with a symmetric locative.

(4) a. John saw Mary through the window
b. k& John and Mary were on the opposite sides of the window
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(5) a. John touched Mary across the table
b. k& John and Mary were on the opposite sides of the table

The PP in (4a), unlike those in (2) and (3), does not determine a unary
property but a binary relation 'being on the opposite sides of the window'
and this relation specifies the spatial relation between the subject and the
object arguments. Thus (4a) entails (4b), and the same is true of the
entailment in (5a) and (5b). The following data also show that the
symmetric PPs determine a symmetric binary relation.

(6) a. John shouted at Mary over the fence
b. John heard the baby cry around the corner

But notice that the binary relations induced by symmetric locatives are
symmetric and are not reducible in terms of unary relations (properties):
That is, they are not paraphrasable as a boolean compound of unary

properties, so inherently binary.
1.2. Symmetry-2

Consider the following entailment pattern for another symmetry effect of
symmetric locatives:

(7) a. Johnwalked across the street, and came back
b. k& John walked across the street twice
(8) a. Johnran around the corner, and came back

b. k& John ran around the corner twice

(7a) and (8a) entail (7b) and (8b), respectively. This entailment pattern is
due to the symmetric nature of the paths determined by the locative PPs,
across the street in (7a) and around the corner in (8a). In other words,
symmetric locatives do not refer to the direction of movement. So for (7a)
to be true, it does not matter whichside of the street John started from, but
he only had to cross the street walking. Other symmetric PPs with over,
past, and through follow the same entailment pattern. It is not surprising,
however, non-symmetric locatives do not follow the entailment pattern.

©)

a. John walked inlinto the room, and came back
b. & John walked in/into the room twice

(10) a. John drove to Amsterdam, and came back
b. & John drove to Amsterdam twice

(11) a. Johnranin front of City Hall, and came back
b. & John ran infront of City Hall twice

The PPs in (9) and (10) are directional locatives, and the PP in front of the

City Hall in (11) is an orientational one. (a)-sentences in (9-11) do not entail
(b)-sentences.

1.3. Symmetry-3

Some locatives require a locative perspective (or locative point of view) to
get a proper interpretation. Here by locative perspective, we refer to a
spatial setting which determines a relevant spatial orientation in question.
For example, across the street in (12a) does not tell us which side of the
street the subject argument 'John' is located. So we need another point to

’ ' ' locative
:ch side of the street the PP locates John. ;Fh;nce o lace
ine o0 whic lied by the utterance context, so the ut erzb pace
- be suppe perspective point, but not always. (1 m) ; o
- erspective can be overtly exp;essefd b% oavé :x(ientr.) Whe n
the 1ocauvea%5 denotes a starting/source point of a
o me

3 : in (12¢), however, from-
which by Il"P modifies a motion verb like ran in (12¢)

t
ath. Thus, (12c) does 10
the same notes a source point of the movement p

e .

phraisfe a locative perspective.
red itti s the street
is sitting acros
12 %‘ %Zﬁ is sitting across the street from here

John ran across the street (from here)

here
i is through the forest from
?I?I'lli ;l(ils%)%ce is around the corner from here
" The boys were playing over the wall
d. The library is past the book store I
‘ i jith symmetric :
i bove give more examples with : ves
e Semertme;rlentzftli?)zlar:c‘l’uirges a locative perspective. Non-symme
inter

: ; 14b) and
whose 1 i (14) below do not allow a locative perspective. Thus, (14b)
Jocatives

(15b) are ungrammatjcal.

is sitting in front of the car
i % ’]“(}Zlnllsissitting in front of the car from here

serves as th

C.

a.
13) b

¢ sitting inside the room
% Ztl). f}ﬁirtzsis sittiig inside the room from here

1.4. Symmetl'y-4 _ . locative as in (16), we
bial occurs with a symmetric ] : ading,
When 2 frcquirrifbyiggi\;;f One reading of (16a) is an (eiv&nt g&ueritlrzg c;ieng isga
et gjethzﬁ‘ls jogging happens twice everyday; anJ h Fs jogging for a day
ath- round the park. s Thus three
amounts to w0 s B tify over either events or paths. Thu
a'dverbrlgflgrgatg (t)l’(l:g lilruigbcel:l:agf e)\(/ents and twice the number of paths. Ifa
times

i i ot get an event-
frequency adverbial refers to 2 fraction as in (17), we donot g

counting reading.

(16) a. John jogs around the park twice everyday

b. John jogs around the park three times IWICE a day

1 half.everyday
i os around the park twice and half
o Zti)'. igllyrlljsof;m across the pool twice<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>