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Presuppositional Discourse Representation Theory 

Ernie! Krahmer 

1 INTRODUCTION 

In this paper we will study presuppositions from the perspective of Discourse Rep­
resentation Theory (DRT). To do this we will extend the system of Double Negation 
DRT, discussed in Krahmer and Muskens (1994, 1995), with presuppositional rep­
resentations. The resulting system will be referred to as Presuppositional DRT. As 
far as the interpretation is concerned, Presuppositional DRT will turn out to be 
closely related to Beaver's Kinematic Predicate Logic and van Eijck's Error-state 
Semantics for DPL (both incorporating a form of partiality in a dynamic seman­
tic framework), 1 although we shall propose a different treatment of negation and 
disjunction. On the other hand, the representations of Presuppositional DRT will 
show great resemblance to those employed by van der Sandt in his presuppositions­
as-anaphora theory. 2 

Thus, Presuppositional DRT may be associated with two different approaches 
to presuppositions: a semantic one in the tradition of Karttunen, Heim, Beaver, 
van Eijck and others, and an algorithmic one in the style of van der Sandt's 
presuppositions-as-anaphora approach. The resulting picture obviously enhances 
comparison between the two approaches, but in this paper we will also discuss an 
additional advantage: taking Presuppositional DRT as an alternative foundation 
improves the presuppositions-as-anaphora theory. We will not propose any signif­
icant changes to vart der Sandt 's theory, rather we will show that merely defining 
van der Sandt 's presupposition resolution algorithm on top of Presuppositional DRT 
instead of standard DRT has a number of advantages.3 

The rest of this paper contains the following sections. In section 2 we discuss van 
der Sandt's theory in more detail. In sections 3, 4 and 5 we present Presuppositional 
DRT (the formal system, the applications and a method to calculate the semantic 
presupposition of arbitrary DRSs). In section 6 we re-discuss van der Sandt's theory, 
but now in terms of Presuppositional DRT. In the two final sections some of the 
questions raised by the present perspective are discussed . 

2 PRESUPPOSITIONS AS ANAPHORA 

In the late eighties, Van der Sandt observed that there is a striking correspondence 
between the behavior of anaphora in discourse and the projection of presupposi­
tions in complex sentences (Sandt (1989)). This observation is the crux of the 
presuppositions-as-anaphora-theory, in which it is proposed to resolve presupposi­
tions just like we resolve anaphoric pronouns in DRT. Van der Sandt formulates 
the presuppositions-as-anaphora approach in terms of a modified version of DRT, 
which differs from standard DRT only in the way DRSs are constructed. In standard 
DRT, the construction algorithm turns (the syntactic tree of) a sentence into a DRS, 
and pronouns are resolved en route. In the presuppositions-as-anaphora theory a 
curtailed version of the construction algorithm (which does not resolve anaphora) 
produces a so-called S-DRS for a sentence, syntactically defined as follows: 

1 See Beaver (1992, 1993, 1994, 1995) and Eijck (1993a, 1993b, 1994) respectively. 
2See Sandt and Geurts {1991) and Sandt (1992) , and the extension in e.g. Geurts (1994). 
3 In spirit, Presuppositional DRT can also be compared with the system of Zeevat (1992). Zeevat 

proposes a reformulation of van der Sandt's theory in terms of Update Semantics and compares this 
reformulat ion with other approaches to presupposition, in particular the one found in Heim (1983) . 
But where Zeevat re-defines van der Sandt's theory in the formalism of Update Semantics , we will 
leave van der Sandt's representational theory essentially untouched. An alternative approach can 
be found in Fernando (1994), where syntactic translations are used to produce the presuppositions 
of dynamic formulae. 
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If x1, ... , Xn are variables, <p1 , . .. , 'Pm are conditions, and 4>1, ... , 'Pk 

are S-DRSs, then [x1 , ... , Xn I 'Pt, ... , 'Pm I 4>1 , ... , 4>k] is an S-DRS, 
n,m,k c". 0 (Sandt (1992:354)). 

In a pictorial format an S-DRS looks as follows: 

(DRS 1) X1, .. . ,Xn 

'Pm 

~ ... [!;] 

So, an S-DRS can be seen as a standard DRS with embedded (S-)DRSs 4>; added, 
each representing an elementary presupposition. Notice that since the presupposi­
tional 4>; are S-DRSs as well, they may themselves contain embedded presupposi­
tions. In this section we will often use the term 'DRS' to refer to an S-DRS, trusting 
that this will not lead to confusion. 

2.1 Resolving presuppositions 
After an S-DRS has been constructed, the presuppositional representations (if any) 
are resolved in the context of the representation of the discourse so far. In van 
der Sandt's theory, resolving a presupposition amounts to either binding or accom­
modating it. For this purpose, a presupposition resolution algorithm is developed, 
consisting of three consecutive stages, beginning with:4 

ONE: Try to bind the presuppositional DRS. as low as possible. 

Since it is assumed that presupposition is just a species of anaphora, we start with 
looking for a suitable, accessible antecedent. As usual, accessibility is determined 
by the structure of the relevant DRS. But now we can also say something about the 
suitability of the antecedent: it has to satisfy the conditions of the presuppositional 
DRS. 5 Consider (1) and van der Sandt's representation (DRS 2). 

(1) If France has a king, then the king of France is bald. 

(DRS 2) 

X 

king of France(x) bald(y) 

I Y I 
I king of F'rance(y) I 

Here the consequent consists of two DRSs: one embedded DRS representing the 
presupposition triggered in the consequent of the implication in (1) ('there is a 
king of France') and one representing the assertion ('he is bald'). To resolve the 
presupposition, we look for an accessible, suitable antecedent, and obviously we 

4 For the formal details, see any of the references given in footnote 2. 
5 In fact, van der Sandt also allows for partial matches between presupposition and antecedent, 

but for now we will ignore this possibility. 
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find one in the antecedent-DRS, namely x . So, we can bind t he presuppositional 
DRS: the representation of the elementary presupposition is taken away from the 
consequent-DRS and 'moved into' the antecedent-DRS. To round things off, all free 
occurrences of y are replaced by its newly found antecedent , x : 

(DRS 3) 

Ix I LI 
I king of France(x) I => ~ 

Notice that (DRS 3) is also the standard DRT representation for example (2). In 
fact, the parallel between examples like (1) and (2) is one of the suggestive facts 
discussed by van der Sandt to motivate his presuppositions-as-anaphora approach. 

(2) If France has a king, then he is bald. 

In this case, we easily succeeded in finding an antecedent, and hence in binding the 
presupposition: there was only one possibility. If there is more than one possible 
antecedent for a presupposition, van der Sandt's algorithm prefers binding to the 
lowest antecedent, i.e. the closest accessible discourse referent. 

It is also possible that we have checked every accessible DRS without finding a 
possible antecedent for the presupposition, not even on the highest possible landing­
site: the main DRS. Then we go the next phase of the resolution algorithm: 

TWO: If binding a presuppositional DRS fails, try to accommodate it as 
high as possible. 

Accommodation of a presuppositional DRS 4> in some DRS IV simply amounts 
to adding 4> to IV, i.e. we replace '1i with the merge of the two DRSs q, and IV. 
When trying to accommodate a presuppositional DRS we first try to accommodate 
in the main DRS ('global accommodation') , before we attempt accommodation in 
lower (sub-)DRSs ('local accommodation'). Consider example (3), with its DRT 
representation (DRS 4). 

(3) If a farmer owns a donkey, he gives it to the king of France. 

(DRS 4) 

x,y 
farmer(x) 
donkey(y) 
owns(x, y) 

gives(x, y, z) 

I z I 

I king of Prance( z) I 

To be precise, this DRS is already partially resolved; the representations of the 
pronouns he and it have been bound to the antecedents a farmer and a donkey 
respectively. One presuppositional DRS remains, expressing the elementary pre­
supposition that there is a king of France. Obviously, binding it is out of the 
question, since none of the accessible discourse referents satisfies the condition that 
it is a king of France. So, we attempt to accommodate the presupposition. That is: 
we remove the presuppositional DRS [z I king of France(z)] from the consequent, 
and merge it with what is left of (DRS 4) after the removal of the presuppositional 
DRS, which gives the following. 
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(DRS 5) z 

king of France(z) 

x,y 
farmer(x) 
donkey(y) 
owns(x, y) 

⇒ 
gives(x, y, z) 

Accommodation is a very strong mechanism, and therefore van der Sandt requires 
the result of accommodation to satisfy certain constraints. One obvious constraint 
is that variables may not end up being free after accommodation. Moreover, the 
result of accommodation must satisfy certain general, independently motivated con­
straints: it has to be both informative and consistent. Roughly, accommodating 
>It in i(> with i(>' as output is (i) informative if the set of models which support i(>' 

is a proper subset of the set of models supporting i(> and (ii) consistent if there is 
at least one model satisfying i(>'. If accommodating a presuppositional DRS at a 
certain level violates one or more of the constraints, we try to accommodate it on 
a lower level. If no accommodation is possible, we come to the last phase: 

THREE: If both binding and accommodation fail: Give up 

This would happen with an example like (4): 

(4) There is no king of France. ?? The king of France is bald. 

If the reader constructs a mental DRS for this example, she may easily verify that 
binding the presupposition that there is a king of France (triggered by the definite 
description in the second sentence) will not succeed since there are no accessible an­
tecedents, and similarly any accommodation will violate the consistency condition. 

Van der Sandt's presuppositions-as-anaphora theory has several highly attrac­
tive features . It uses a single mechanism for presuppositions and 'ordinary' anaphora, 
and it has an integrated analysis which treats binding and accommodation as two 
sides of the same coin. Moreover, on the empirical side it does remarkably well. 
In general, it is fair to say that there is no other theory (static or dynamic) which 
deals in a successful way with quite the same range of data as the presuppositions­
as-anaphora approach. Nevertheless it raises a few questions as well. 

2.2 What is a presuppositional DRS? 
To begin with, van der Sandt modifies the syntax of DRT so as to include presup­
positional DRSs in it . But, there is no interpretation for these new S-DRSs. One 
can argue that representations such as (DRS 2) are in fact proto DRSs; i.e. they 
are still under construction. To some extent this position can be defended: the 
representation is under construction since some anaphoric elements are still to be 
resolved. And, when they are all resolved, the net-result is a standard DRS which 
has a perfectly normal interpretation. On the other hand: we would like to have 
an interpretation for any expression of the DRS language. By comparison, the 
proto-DRSs which occur in Kamp and Reyle (1993) are not elements of t he DRT 
language; they are just part ly dismantled syntactic trees with a box around them. 
So we have two options: either representations like (DRS 2) are indeed proto-DRSs, 
and hence they are not elements of the proper DRT language (and thus do not 
require interpretation). Or, we do not treat them like proto-DRSs but like ordinary 
DRSs, and then they do require an interpretation. Here we will argue for the second 
option. We shall see that Presuppositional DRT can be used to give an interpre­
tation to S-DRSs. Moreover, it will be shown that having such an interpretation 
actually has several positive effects. 
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2.3 Procedural vs. declarative 
For example, van der Sandt has observed that his (procedural) way of resolving 
presuppositions we just sketched '. (- .. ) obviously leads to problems whe_n we check 
for logical properties such as consistency or entailment. For znterpretatzon and de­
termination of these logical properties can only ensue after full resolution of all 
anaphoric expressions. ' (Sandt (1992:362)). After all, S-DRSs do not have an in­
terpretation, ordinary DRSs without embedded presuppositions do. Hence in more 
complex cases, the procedural version of the algorithm will involve ' a substantial 
amount of backtracking' (Sandt (1992:ibid.)). Therefore, van der Sandt opts for a 
more declarative approach: for an unresolved S-DRS i(> a set of all logically pos­
sible resolutions for i(> is constructed. That is, every possible resolution is carried 
out and interpreted. By the underlying principles we discussed above (binding as 
low as possible, accommodation as high as possible, binding preferred over accom­
modation), this set of logical possibilities is partially ordered, and the resolution 
which occupies the first place in the ordering -the preferred reading- will also 
be the output of the procedural version of the resolution algorithm. For simple 
sentences the difference between the procedural and the declarative approach is not 
very important, but when considering longer stretches of text the set of all logically 
possible resolutions may turn out to be rather big, and computing all of them may 
take some time. If there is an interpretation for presuppositional DRSs we can 
check the logical properties on the spot, and the procedural algorithm will not run 
into problems; we can stop when we have found one satisfactory resolution.6 Of 
course this does not mean that we have to stop: if we wanted to, we could continue 
searching for less preferred resolutions as long as we like. 

2.4 Accommodating failing presuppositions 
Consider example (5). 

(5) It is not the case that the king of France is bald. 

On van der Sandt's approach this sentence will be represented by (DRS 6) . 

(DRS 6) 

bald(y) 
-, 

IY I 

I king of France(y) I 

Once this representation is constructed we try to resolve the presuppositional DRS. 
Binding it is not possible, so we accommodate the presupposition in the main DRS, 
which obviously does not violate any constraints. The result is depicted in (DRS 7) . 

(DRS 7) y 
king of France(y) 

-, I bald(y) I 

Now suppose we interpret (DRS 7) in a model in which France has no king. In such a 
model (DRS 7) is false; here van der Sandt essentially follows the Russellian scoping 

6 Although having an interpretation for presuppositional DRSs leads to a substantial reduction 
of the search space, some amount of backtracking is inevitable. See footnote 18 below. 
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analysis. Kracht (1994) objects to this way of accommodating presuppositions (or 
're-allocating' them, as Kracht calls it) since he observes that an accommodated 
presupposition should still be a presupposition. However, in van der Sandt's theory 
a presupposition loses its presuppositionhood when it is resolved . Notice that there 
is no other option since presuppositional DRSs do not have an interpretation. In­
terestingly, van der Sandt remarks that we can restore the Frege/Strawson intuition 
that a failing presupposition leads to undefinedness ' ( ... ) by explicitly marking ac­
commodated material as such and making the embedding function dependent on the 
status of the relevant markers' (Sandt (1992:375)). In other words: accommodated, 
presuppositional material has to be distinguished from simply asserted material. 
When we define van der Sandt's theory on top of Presuppositional DRT instead 
of standard DRT, we can easily mark something as presuppositional, namely by 
representing it as a presuppositional DRS. This would call for a small change in the 
resolution algorithm: we accommodate the presuppositional DRS as a presupposi­
tional DRS. Thus, resolving the presuppositional DRS in (DRS 6) does not result 
in (DRS 7), but in (DRS 8). To indicate that the presuppositional DRS has been 
'resolved' it is marked with a t. 7 

(DRS 8) 

I Y t I 

I king of France(y) I 

As we shall see below the interpretation of a presuppositional DRS is defined is 
such a way that in a model where there is no king of France, (DRS 8) indeed will be 
undefined, as Frege and Strawson would ha~ it. 

2. 5 Disjunctions 
Consider the following (lexical variant of an) example discussed in Sandt (1992 :368) 
and its representation (DRS 9). 

(6) Either there is no bathroom in this house, or the bathroom is in a strange 
place. 

(DRS 9) 

z 
strange place( z) 

I X I V Y=Z 
~ 

I bathroom(x) I I Y I 
I bathroom(y) I 

The presuppositions-as-anaphora theory, based on standard DRT, predicts that 
binding the presuppositional DRS [y I bathroom(y)] is not possible, since in stan­
dard DRT a (negated) left disjunct is not accessible for a right disjunct. Global 

7 Below we shall see that the free occurrence of y in the condition bald(y) is bound by the 
introduction of y in the presuppositional DRS. 
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accommodation of the presupposition triggered by the bathroom will not work ei­
ther, since it would represent the unacceptable discourse There is a bathroom in 
this house. Either there is no bathroom in this house, or it is in a strange place; 
it violates the consistency constraint for subDRSs. As a consequence, we have to 
go for the least preferred way of resolving the presuppositional DRS: it is locally 
accommodated in the disjunct it originated in. The resulting reading may be para­
phrased as either there is no bathroom in this house, or there is a bathroom in this 
house and it is in a strange place . It is questionable whether this really captures 
the meaning of sentence (6). For instance, what if there are two bathrooms in this 
house, one is and is not in a strange place? Be that as it may, Beaver (1995) shows 
that things go wrong when considering the following, comparable example: 

(7) Either Mary 's autobiography hasn't appeared yet, or else John must be very 
proud that Mary has had a book published. 

Let us assume that being proud that S presupposes S, that is: the second disjunct 
presupposes that Mary has had a book published. Van der Sandt's theory predicts 
that the most preferred reading of (7) is the one involving global accommodation. 
Binding is again not possible, but the global accommodation of Mary has had a book 
published is not ruled out. Nevertheless, we would want to analyze this example in 
terms of binding; on its most natural reading, (7) does not presuppose that Mary 
has had a book published. Below we will see that Presuppositional DRT helps. 

2. 6 Presupposition-quantification interaction 
Van der Sandt's theory has been criticized for its treatment of presuppositions in 
the scope of quantifiers (see for instance Beaver (1995)). A typical example is (8), 
which is a variant of an example discussed in Heim (1983): 

(8) Every German loves his car. 

Van der Sandt 's resolution algorithm predicts that the presupposition triggered 
by his car is accommodated in the scope of every. It cannot be accommodated 
in the main DRS because the referent of his would end up being free , which is 
forbidden by the so-called trapping constraint. Since the presupposition loses its 
presuppositionhood it is predicted that (8) is equivalent with (9). 

(9) Every German who has a car loves it. 

The question what the exact meaning is of sentences like (8) is hard to decide (see 
e.g. Beaver (1994) for discussion), but the alleged equivalence between (8) and (9) 
is not generally supported. As we shall see, Presuppositional DRT may shed a new 
light on these examples. Now, let us first discuss the system. 

3 PRESUPPOSITIONAL DRT 
Presuppositional DRT differs in three significant respects from ordinary DRT. First 
of all, it embodies a different treatment of negation and disjunction due to Krahmer 
and Muskens (1994, 1995). The new negation validates the law of double negation, 
while it leaves the usual DRT analysis of single negations untouched. The basic 
problem with negation in standard DRT is that it is not a 'flip-flop' operation like 
negation in ordinary logic. To see this we only have to look at the DRT syntax: if 
<I> is a DRS, ~<I> is a condition, and there is no comparable operator which takes us 
from conditions to DRSs again. To remedy this , the new negation ~<I> of a DRS <I> 

is itself a DRS. Disjunction is redefined in terms of this new negation, which will 
be seen to enhance the treatment of the notorious bathroom-sentences. 
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A second difference with ordinary DRT is that Presuppositional DRT contains 
representations for presuppositional DRSs, which are designated as i)if> (this unary 
operator is due to Beaver (1992)). The intuition behind i) if> is that it says of if> 
that it is an elementary presupposition. oif> will be interpreted in such a way that 
it is supported (True) whenever if> is supported (True), and neither supported nor 
rejected otherwise. In particular: oif> cannot be rejected (False). This exhausts 
the syntactic differences with standard DRT so that the syntax of Presuppositional 
DRT is defined as follows. Let CON be the (non-empty) set of constants , while VAR 
is the (similarly non-void) set of discourse referents/variables. The union of these 
two gives the set of terms. 

DEFINITION 1 (Presuppositional DRT syntax) 

1. If R is an n-ary predicate and t1 , .. . , tn are terms, then R(t1, ... , tn) is a 
condition. 

2. If t1 and t2 are terms, then ti = t2 is a condition. 

3. If if> and 111 are DRSs, then (if>=} 111) is a condition. 

4. If X1, •• • , Xn are variables and cp1, ... , 'Pm are conditions ( with n, m 2: 0) , then 
[xi , ... , Xn I 'Pi, ... , 'Pm] is a DRS. 

5. If if> and 111 are DRSs, then (if>; 111),~if> and i)if> are DRSs. 

The third difference with the usual conception of DRT is that Presuppositional 
DRT has a partial interpretation: each condition and DRS will be associated with 
two interpretations: a positive interpretation (designated as [.]+) and a negative 
one([.]-) . Let F be the set of finite assignments, with A as the empty assignment. 
Here and elsewhere we will write i for x1, .. . , Xn , g{i}h abbreviates: assignment 
h extends assignment g with i.8 Let M = (D , I ) be an ordinary first-order model. 
For terms the interpretation is defined ...S follows: [t]t,9 = [tlw,g = g(t) if t E VAR 
and t E DOM(g), and [t]t,9 = [t]M ,g = I(t) if t E CON. Since for any term t, 
[t]+ equals [t]-, we will drop the superscript in the interpretation of terms. If g(x) 
is not defined, [x]9 is not defined either. For conditions cp, we define [cp]t <:::; F 
and [cp]M <:::; F , while for DRSs if> we define [if>]t <:::; F 2 and [if>]M <:::; F 2 as follows 
(in the first clause 1 :5 i :5 n, we drop the M-index where this is possible without 
confusing the reader):9 

DEFINITION 2 (Presuppositional DRT semantics) 

l. [R(t1, .•. , tn)]+ = {g I [ti]9 defined & ([tt] 9 , ... , [tn] 9 ) E I(R)} 
[R(t1, .. . , tn)]- = {g I [ti]9 defined & ([ti]9, . .. , [tn] 9 ) (/. I(R)} 

2. [t1 = t2]+ = {g I [t1]9, [t2]9 defined & [t1]9 = [t2]9 } 

[t1 = t2J- = {g I [ti] 9 , [t2]9 defined & [t1]9 fc [t2]9} 

3. [if>* w]+ = {g I 'v'h((g,h) E [if>]+* 3k(h,k) E [w]+) & DEFg(if>)} 
[if>* w]- = {g I 3h( (g, h) E [if>]+ & 3k(h, k) E [w]-)} 

8 Formally: DOM(h) = DOM(g) u {:i:} & \ly E DOM(g): g(y) = h(y). 
9The interpretation of Presuppositional DRT derives from the second middle Kleene based dy­

namic interpretation discussed in Krahmer ( 1994), definition 20. As said above, the interpretation 
is closely related to the partial dynamic systems developed for the treatment of presuppositions 
by Beaver and van Eijck (see the references mentioned in footnote 1). This is clearest for the 
system given in E ijck (1994:779-780). The main difference is that Presuppositional ORT is based 
on Double Negation DRT , and that as a consequence negation and disjunction are treated in a 
different way. Other combined partial dy namic interpretations, devised for different purposes, can 
be found in e.g. Dekker (1993) , Piwek (1993) and van den Berg (1991,1993). 
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4. [[i I 'Pi, ... , 'Pm]]+ = { (g, h) I g{ i }h & h E ([cp iJ + n .. . n ['Pm[+ )} 
[[i j 'Pl, , ,'Pm]] -= { (g,g) j \fh(g{:E}h =} h E ([cp , J- U .. U [cp,,,J - ))} 

5. [<I>; 1111+ = { (g, h) I 3k( (g, k) E [<DJ+ & (k, h) E [iv]+)} 
[<D; 111]- = { (g, g) I 'v'k( (g, k) E [cf!]+ * 3h(k, h) E [wJ - ) & DEFr,('1>)} 

6. [~<DJ+ = [<DJ­
[~<DJ- = [<I>]+ 

7. [iJ<J>]+ = [<I>] + 
[8if>J- = 0 

Where DEFM, 9 (<!>) ('DRS <I> is dynamically defined in M with rcsp<ict t,o g' ) is 
defined as follows (again suppressing M). 

DEFINITION 3 (DEF) 

DEF9 (if>) = 3h(g, h) E [iJ>]+ or 3h(g, h) E [<I>]- (for iJ> is fJ'11 or [i I cp , , . , 'Pm]) 
DEF9 (<I> ; 111) = DEF9(if>) & \lh( (g, h) E [iJ>]+ * DEFh (111 )) 
DEF9 (~<I>) = DEF9 (if>) 

We will say that a DRS if> is supported in a model M with respect to an ass ignment 
g (notation: M, g f= if>) iff 3h(g, h) E j<DJt1 , and that if> is rejected in M with 
respect tog (notation: M , g 9 <D) iff 3h(g, h) E [iJ>] M. The t ru t h-combinations can 
now be defined as follows. Let if> be a proper DRS, then: 10 

DEFINITION 4 (Truth-combinations) 

<Dis True in Miff M , A F <I> 
<I> is False in M iff M, A 9 <D 
<I> is Neither in Miff M,A ~ <I> and M,A ;,!j <I> 

It is easily shown that no DRS is both True and False, i;ind that every DRS which 
does not contain presuppositions is either True or False. Two DRSs if> and 111 a re 
said to be equivalent iff for all models M: [if>J;t = [w]t and [<I>]M = ['1'1M· We 
introduce the following abbreviations.11 

DEFINITION 5 (Abbreviations) 
<I> (,v ) abbreviates 8(111) ; if> 
<I> V 111 abbreviates ~if> * 111 

The first abbreviation defines (a dynamic version of) Blarney (1986) 's transplication 
in terms of Beaver's unary presupposition operator, which is our linear alternative 
for the presuppositional DRSs. It results in the following interpretation for <I> (,v): 

[<I> (,i,)]+ = { (g, h) I 3k( (g, k) E [w]+ & (k, h) E [if>]+)} 
[<I> (,i,)]- = { (g, g) I 3k(g, k)E [111]+ & 'v'k( (g, k) E [w]+ * 3h(k, h) E [<I>]-)} 

We mention the following fact: 

FACT 1 (Equivalences) 

1. ~~<D is equivalent with <D 
2. if>; (111; Y) is equivalent with (if>; 111); Y 
3. <I>=} [ 1111 =} Y] is equivalent with (if>; 111) =} Y 
4. <I>(,,., <,,>) is equivalent with <D(,,.,;,,., ) 

10 A DRS is proper if it does not contain any free occurring variables, see below. 
11 We have chosen for an asymmetric treatment of disjunction, although we could have defined 

disj unction in a symmetric fashion (see Krahmer and Muskens (1995) and Krahmer (199.5)) . 
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For a proof of fact 1 the reader is referred to chapter 6 of Krahmer (1995). 
When defining accessibility for Presuppositional DRT we have to be a little 

careful. In [x I bathroom(x)]; [ I in strange place(x)] the first occurrence of x should 
clearly be accessible for the occurrence of x in the condition in strange place (x). 
In ~[x I bathroom(x)] ; [ I in strange place(x)] this should not be the case, but in 
~~[x I bathroom(x)] ; [ I in strange place(x)] accessibility should be restored again. 
To take care of this we shall make a distinction between active and passive discourse 
referents (ADR and PDR). 

DEFINITION 6 (Active and Passive DRs) 

l. ADR([x1, ... ,Xn I 'Pi, ... ,,Pm])= {x1 , • • • ,xn} 

PDR([x1, ... ,Xn I 'Pi,••• ,,Pm])= 0 

2. ADR(<I>; w) = ADR(<I>) u ADR(w) 
PDR(<I>; 'II)= 0 

3. ADR(~<I>) = PDR(<I>) 
PDR(~<I>) = ADR(<I>) 

4. ADR(o<I>) = ADR(<I>) 
PDR(o<I>) = 0 

Observe that ADR(<I>(w)) = ADR(w) UADR(<I>), while PDR(<I>(w)) = 0. Accessibility 
(ACC) in some main DRS T is defined by setting ACC(T) = 0 and computing the 
accessible discourse referents of subDRSs and subconditions in a top-down fashion. 12 

DEFINITION 7 (Accessibility) 

1. If ACC(<I> =>'II)= X, then ACC(<I>) = X and ACC(w) =Xu ADR(<I>). 

2. If ACC(<I> V 'II)= X, then ACC(<I>) = X and ACC(w) =XU PDR(<I>). 

3. If ACC([x1, . .. , Xn I 'Pl, .. . , ,Pm]) = X, then ACC(,pi) =XU {x1, ... , Xn}-

(1 Si Sm) 

4. If ACC(<I>; w) = X, then ACC(<I>) = X and ACC('ll) =Xu ADR(<I>). 

5. If ACC(~<I>) = X, then ACC(<I>) = X. 

6. If ACC(o<I>) = X, then ACC(<I>) = X .• 

7 If ACC(<I>(w)) = X, then ACC(w) = X and ACC(<I>) =XU ADR(w). 

In Krahmer & Muskens (1995) and Krahmer (1995) the reader can find some dis­
cussion and justification for this way of defining accessibility, in particular where 
the strong connections with Karttunen (1974)'s conditions of local contexts is con­
cerned. An occurrence of x in an atomic condition <p in <I> is said to be free in <I> iff 
x (/. ACC(,p). An occurrence of x in an atomic condition <pin a condition 'I/; is free 
in 'I/; iff it is free in [ I 'I/;]. A DRS is proper if it does not contain any free discourse 
referents . Before we move on to the applications, note that the following handy 
lemma's hold. 13 

FACT 2 (Merging Lemma) 
[x I 'Pl ; [17 I fl is equivalent with [x, 17 I cp, fl, 
provided no referent in 17 is free in any of cp, and [i I 'P] is presupposition free. 

FACT 3 (Single Negation Lemma) 
Define standard negation ,<I> as <I> => false, and let T be an arbitrary atomic DRS: 

<I> ;~T 
~T;<I> 
<I>=> ~T 
~T => <I> 

is equivalent with 
is equivalent with 
is equivalent with 
is equivalent with 

<I>;[ j ,T] 
[j ,T];<I> 
<I>=> [ j ,T] 
[ j , T] => <I> 

12To be precise: ACC( 1>) calculates accessibility for an occurrence of 1> in some given DRS 1>'. 
Since this 1>' can be determined from the context we shall keep it hidden in the definition. 

13 In the second lemma, false represents the contradictory DRS which abbreviates rv true, with 
true as an abbreviation of [ I c ea cl, for some c E CON. 
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4 APPLICATIONS 
Since we slightly adapted the language of DRT we also have to revise the construc­
tion algorithm a little to make it suitable for our present purposes. The basic set-up 
is as follows ( compare the following rule for the global structure of DRS construction 
with that of Kamp & Reyle (1993:86)). 14 

[ REVISED CONSTRUCTION ALGORITHM 

Input: a discourse S1, ... , Sn 
the empty DRS <I>o = D 

For i = 1 to n do: 
(i) Let <I>i = <I>i-1; ~- Go to (ii) . 
(ii) Keep on applying construction rules to each reducible 

condition of <I>7 until a DRS <I>i is obtained that only 
contains irreducible conditions. 

When a negation is encountered, the current DRS is prefixed with ~. Moreover, 
every NP will be represented by a separate DRS which is immediately prefixed to 
the DRS in which it originated. Here is the rule for indefinites. 

I INDEFINITE DESCRIPTIONS RULE 

Upon encountering an NP of the form 'a(n) a', replace it 
with a new discourse referent x and prefix the current DRS 

with~ 
§] 

Here 'x a' comes from 'a(n) a' by replacing the indefinite determiner for x. When a 
is an atomic predicate we shall write this as a(x). The rule for universally quantified 
NPs is modified in a similar way. As far as definite descriptions are concerned we 
add the following rule to the construction algorithm, which is just a presuppositional 
variant of the rule for indefinites. 

I DEFINITE DESCRIPTIONS RULE 

Upon encountering an NP of the form 'the a', replace it 
with a new discourse referent x and prefix the current DRS 

with8~ 
~ 

To keep things simple pronouns are still replaced by suitable, accessible discourse 
referents. As an example of how this 'Revised Construction Algorithm' works, let 
us consider (a slight variation on) one of the notorious examples from Heim (1983). 

(10) A fat man pushes his bicycle. It is broken. 

According to (10), the bicycle which went into smithereens is the one belonging to 
the fat man. We start with placing the first sentence in a box, thus turning it into 
a proto-DRS, and combining it with the initial DRS, resulting in (DRS 10). 

(DRS 10) □ ; I A fat man pushes his bicycle. I 
14 A more precise account would have the syntactic analysis of Si as the contents of the new 

box. Compare Kamp & Reyle (1993). 
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The rule for indefinite descriptions is the first which can be applied. It introduces 
a new discourse referent, say x, and adds the condition that x is a fat man. This 
gives (DRS 11), after applying the Merging Lemma to [I]; [x I fat man(x)]. 

(DRS 11) 
X 

fat man(x) x pushes his bicycle 

Next we come to the definite NP his bicycle, which we shall treat as an abbreviation 
of the bicycle he owns . This complex description introduces a new discourse referent 
y, while he picks up an accessible, suitable referent. Obviously, this will have to be 
x. The rest is standard DRT, and the result is (DRS 12), which may be abbreviated 
as (DRS 13) and extended with a new box containing the second sentence of (10). 

(DRS 12) X 

fat man(x) 

(DRS 13) X 
1--fa_t_m_a-n(~x~)---1 

y 
a bicycle(y) 

own(x, y) 

push(x,y) 

y 
bicycle(y) 
own(x, y) 

push(x,y) 

It is broken 

The question is whether we can replace it with the intended antecedent y. We can, 
if y is an element of ACC( I It is broken I). By definition ACC(DRS 13) = 0, so - by 
clause 3 of definition 7- we have to check whether y is an element of the set of active 
discourse referents of the representation of the first sentence (that is: ADR(DRS 12)): 
ADR([x I fat man(x)]) u ADR([y I bicycle(y) , own(x, y)]) u ADR([ I push(x, y)]) = 
{ x, y}. And this means that y is indeed accessible. So, what is presupposed by this 
DRS? According to van der Sandt it presupposes nothing: the presupposition is 
'trapped'. Before we can say what the semantic presupposition is, we have to make 
a little digression. 

5 DIGRESSION : CALCULATING SEMANTIC PRESUPPOSITIONS 

An attractive feature of van Eijck's Error-state Semantics is that it is associated with 
an axiomatization, which allows for the calculation of the maximal presupposition 
of some DPL formula ¢. For this purpose, van Eijck generalizes a method from van 
Eijck and de Vries (1992), in which it is shown that one can use techniques from 
Pratt's Dynamic Logic to reason about DPL (see also Groenendijk and Stokhof 
(1991:83)). Here we shall discuss a similar method for Presuppositional DRT. 

The well-known semantic, Strawsonian definition of presupposing says that some 
sentence <p presupposes 7l" iff whenever 7l" is not true, <p is neither true nor false. It 
has been noted on many occasions that this means that the strongest presupposi­
tion of <p is given by the disjunction of its truth- and falsity-conditions. Thus, the 
strongest presupposition of a DRS <I> is given by the disjunction of the truth- and 
falsity-conditions of <I> . The next definition calculates truth- and falsity-conditions 
of arbitrary DRSs in a systematic fashion: WEP+(<J>, T) produces a formula of Pred­
icate Logic (PL) which is true when the DRS <I> is True, and WEP-(<J> , T) gives a PL 
formula which is true when the DRS <I> is False. Using these two, we can define the 
semantic presupposition of a DRS <I> - PR(<J>)- as WEP+(<J> , T) vWEP-(<J>, T) . In 
the spirit of van Eijck's approach, and using the notation employed in Muskens, van 
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h nd Visser (1995) we define TR±(cp), where <pis a condition, WEP±(<J>, x), Bent em a --
-<, • a DRS and x a PL formula, and DEF(<J>), where <I> is again a DRS, as where,., is 

follows: 

DEFINITION 8 (WEP-calculus) 

l. TR+(cp) = cp, for atomic <p 
TR- ( 'P) = ,cp, for atomic <p 

2. TR+(<J> ⇒ w) = ,WEP+(if>, ,WEP+(w, T)) /\ DEF(<J>) 
TR-(if> ⇒ w) = WEP+(if>, WEP-(w, T)) 

3. WEP+([x I 'Pl . .. 'PmL x) = :lx(TR+('P1) I\··· I\ TR+('Pm) I\ x) 
WEP-([f I 'Pl ... 'PmL x) = \lx(TR-( 'P1) V · · · V TR-( 'Pm)) I\ X 

4. WEP+(if>; w,x) = WEP+(<J>,WEP+(w ,x)) _ 
WEP-(<I>; '1i ,x) = ,WEP+(<I>, ,WEP-(w, T)) /\ DEF(<I>) /\ X 

5. WEP+(~<I>,x) = WEP-(<I>,x) 
WEP-(~<I>, x) = WEP+(<J>, x) 

6. WEP+(a<I>,x) = WEP+(<J>,x) 
WEP-(8<I>,x) = WEP-(true,x) 15 

7. DEF(<I>) = WEP+(<J> , T) V WEP-(<J>, T), if if> is aw or [x I 'Pl, ... , 'Pm] 

8. DEF(~<I>) = DEF(<J>) 

9. DEF(<I>; 1J!) = DEF(<J>) /\ ,WEP+(<I>, ,DEF(w)) 

To illustrate this calculus let us first work out a simple example. Consider (11) and 
its representation (DRS 14) , which abbreviates 8[x I king(x)]; [ I sings(x)]. 

(11) The king sings. 

(DRS 14) 
sings(x) 

I ~ing(x) I 

We first calculate WEP+((DRS 14), T) : 

WEP+(a[x I king(x)] ; [ I sings(x)], T) {cc} 

WEP+(a[x I king(x)], WEP+([ I sings(x)], T)) {cc} 

WEP+([x I king(x)], WEP+([ I sings(x)], T)) {cc} 

:lx(TR+(king(x)) I\ WEP+([ I sings(x)], T)) {cc} 

:lx(king(x) I\ sings(x)) 

In words: (DRS 14) is True if there is a king who sings. Next, let us see when it is 
False. For this purpose, we determine WEP-((DRS 14) , T): 

WEP-(8[x I king(x)]; [ I sings(x)], T) {cc} 

l:fx(king(x)----> ,sings(x)) I\ :lx(king(x)) 

15T he intuition here is that the tautological DRS true {cf. footnote 13) is rejected whenever the 
presuppositional DRS 84' is: never. 
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In words: (DRS 14) is False if there is a king, but no king sings. The disjunction of 
WEP+((DRS 14), T) and WEP-((DRS 14), T) gives the presupposition of (DRS 14), 
and it is easily seen that this presupposition is that there is a king. In general, the 
following fact can be proven about these five functions. 16 

FACT 4 (From Presuppositional DRT to PL) For all models Mand assignments g: 

1. g E [TR+(cp)]f/ {cc} g E [cp]t 
g E [TR-(cp)]fl {cc} g E [cp]M 

2 . g E [WEP+(<I>,x)]fl {cc} 3h((g,h) E [<I>]+ & h E [x]fl) 
g E [WEP-(<I>, x)H'l {cc} 3h((g,h) E [<I>]- & h E [x]fl) 

3. g E [DEF(<I>)]f/ {cc} DEFM,g(<I>) 

Where [cp]f/ is the Groenendijk & Stokhof formulation of the Tarskian semantics 
(l==t) of Predicate Logic (see Groenendijk & Stokhof (1991:72)) . Thus [cp]f/ = 
{g I M,g Ft cp}. For a proof of fact 4 the reader is referred to Krahmer (1995). 
Given that PR(<I>) abbreviates WEP+(<I>, T) V WEP-(<I>, T), it is easily seen that 
PR(<I>) is indeed the strongest presupposition of <I>. When we assume that <I> trig­
gers no presuppositions, then PR(<I>(w)) {cc} WEP+(([t , T). In other words, <I>(w) 
presupposes the Truth of \[I_ Here is PR(DRS 12). 17 

3x(fat man(x) A 3y(bike-of(y, x) A push(x, y)))v 
Vx(fat man(x)-> 3y(bike-of(y,x) A Vy(bike-of(y ,x)-> ~push(x,y)))) 

In words: either there is a fat man who has a bicycle which he pushes or every fat 
man doesn't push the bike(s) he owns. Thus, on the semantic side Presuppositional 
DRT does not give rise to the Karttunen and Peters (1979) binding-problem when 
presupposition and quantification interact, and neither does it predict Heim (1983)'s 
overly strong presuppositions in these •cases. In this respect Presuppositional DRT 
makes predictions which are closely related to those of Beaver's Kinematic Predicate 
Logic and, in particular, Van Eijck's Error-state semantics. 

6 AGAIN: PRESUPPOSITIONS AS ANAPHORA 

But above we noted that Presuppositional DRT is also perfectly compatible with 
van der Sandt's presuppositions-as-anaphora approach. We also claimed that van 
der Sandt's theory could benefit from defining the resolution algorithm on top of 
Presuppositional DRT instead of ordinary DRT. To back-up this claim, let us re­
discuss the advantages briefly. 

First, Presuppositional DRT indeed allows for the interpretation of presuppo­
sitional DRSs. This entails that the constraints on accommodation (which refer 
to semantic concepts such as satisfaction and consistency) can be applied on the 
spot, even though other presuppositional DRSs are still unresolved. In this way, 
the procedural version of the resolution algorithm can stop when it has found a 

16This fact relates PL with the version of Presuppositional DRT using total ass ignments (which 
is obtained from definition 2 by replacing the set of finite ass ignments F for the set of total 
ass ignments G , and replacing g{x}h for g[x]h, which abbreviates Vy(y I/_ (x} => g(y) = h(y))). It 
shou ld be stressed that this is completely harmless since the Revised Construction Algorithm still 
only produces proper DRSs, while the switch from finite to total assignments only has a semantic 
effect in the case of non-proper DRSs. 

17 W ith bike-of(y,x) as shorthand for (bike(y) A own(x, y)). 
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solution , which by the very nature of the method sketched in section 2 will be the 
most preferred one. 18 

Another issue was the accommodation of failing presuppositions. Re-consider 
example (5), repeated here as (13), and its representation generated by the present 
Revised Construction Algorithm, (DRS 15). 

(13) It is not the case that the king of France is bald. 

(DRS 15) 
bald(y) 

I y I 

I king of F'rance(y) I 

Van der Sandt's resolution-algorithm predicts that accommodating the presuppo­
sitional DRS as high as possible is the preferred resolution. However, as discussed, 
the presuppositional DRS loses its 'presuppositionhood' in the process, hence the 
outcome will be false in any model where the French have no king. Yet intuitively, 
as Kracht (1994) puts it, an accommodated presupposition should still be a pre­
supposition. In Presuppositional DRT this is an easy matter: we accommodate 
the presuppositional DRS as a presuppositional DRS and not as an ordinary DRS. 
Schematically, global accommodation of \[I in ~ (<I>(w)) results in (~<I>)(w) (recall 
that this is just an abbreviation of 8\[t; ~<I>), and not in \[I; ~<I>. Modulo the Single 
Negation lemma, this means that the (slightly modified) presupposition resolution 
algorithm delivers (DRS 16) when applied to (DRS 15) (where t again indicates that 
the presuppositional DRS has been resolved). 

(DRS 16) 

y t 
king of France(y) 

It is readily seen that (DRS 16) presupposes the existence of a French monarch (just 
calculate PR(DRS 16)), so this DRS will indeed be undefined when the presupposi­
tion that there is a king of France is not satisfied. 19 

18 It shou ld be noted that a certain amount of backtracking is inevitable, in particular when a 
sentence contains two or more interdependent presuppositions. A case in point is the following 
example: 

(12) Either the king of France opened the exhibition or the president of France opened it. 

Suppose the left disjunct is resolved first; global accommodation of the presupposition that France 
has a king will not be blocked, although evaluation of the right disjunct will show that the pre­
supposition should be locally accommodated. Of course, this kind of backtracking can be avoided 
when actually implementing Van der Sandt's resolution algorithm, for instance using a rule of 
thumb which first determines which presuppositions are interdependent. 

19But what about the second reading of (13)? Consider: 

(14) It is not the case that the king of France is bald, since there is no king of France. 

Th is example does not presuppose the existence of a king of France. Van der Sandt accounts 
for this reading by locally accommodating the presupposition. If we locally accommodate the 
presupposition as a presupposition, the resulting DRS will end up undefined, which is plainly 
wrong. One possibility is to accommodate presuppositions only as presuppositions in the main 
DRS. A more principled possibility is the following: we always accommodate a presupposition 
as a presupposition, but in certain specially marked contexts (such as echo-negations like (14), 
cf. Sandt (ms.)) the presupposition operator is 'neutralized , by a presupposition wipe-out device, 
going back to Bochvar (1939)'s meta-assertion operator. For more details: Beaver & Krahmer 
(1995). 
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An advantage of the fact that Presuppositional DRT is based on Double Nega­
tion DRT has to do with the treatment of disjunction. In standard DRT (the footing 
of van der Sandt's theory) it is predicted that the left disjunct is not accessible for 
anaphoric elements in the right disjunct. In Double Negation DRT things are differ­
ent: the negation of the left disjunct is accessible for the right disjunct. Re-consider 
the relevant examples (6) and (7). Both examples presuppose nothing. Intuitively, 
both examples should be rendered in terms of binding and this is exactly what 
happens when van der Sandt's resolution mechanism is applied to Presuppositional 
DRT. Here is the schematic representation of the two examples under discussion. 

(DRS 17) I I 
~<I> v '1'cn 

Where <I> represents 'there is a bathroom in this house/Mary's autobiography has 
appeared', Y represents the elementary presupposition 'there is a bathroom/Mary 
has had a book published' and '11 'it is in a strange place/John must be very proud 
of it' - Given the calculation of accessibility, it is easily seen that the passive dis­
course referents of ~<I> are accessible for the presuppositional DRS Y. And since 
the passive discourse referents of ~<I> are the active discourse referents of <I>, both 
the bathroom and the autobiography are accessible for the presuppositions in Y: 
binding is possible and preferred in both cases. 

Finally, as far as presupposition-quantification interaction is concerned, Jet me 
note that in Presuppositional DRT it is no longer predicted that Every German loves 
his car is equivalent to Every German who has a car loves it. The presupposition 
triggered by his car is still accommodated in the scope of every, but in the process 
remains presuppositional, and this destroys the equivalence. 

7 DISCUSSION: THE MEANING OF RESOLUTION 

Given that we can interpret DRSs before and after resolution, a natural question to 
ask is whether resolving presuppositions preserves meaning. Notice that this also 
tells us something about the relationship between the two approaches to presup­
position compatible with Presuppositional DRT; the semantic and the algorithmic 
one. Every time a resolution preserves meaning, the semantic and the algorithmic 
approach make the same predictions. After all: take some DRS <I>. The semantic 
presupposition of <I> is given by PR(<I>). Feeding <I> to van der Sandt's resolution 
algorithm produces a DRS <I>' . If <I> and <I>' are equivalent (thus: the resolution 
preserves meaning), then PR(<I>') must be equivalent to PR(<I>) as well. So, when 
the resolution preserves meaning, this tells us something about the similarities be­
tween the two approaches. And when it does not, this tells us something about the 
differences between the two. 

It will not surprise the reader that in general binding can be understood in a 
meaning preserving way, 20 but that accommodation is an entirely different kettle of 
fish. For instance, (DRS 4) and (DRS 5) are obviously not equivalent. Since accom­
modation is not a meaning preserving operation in general, differences between the 
two approaches arise. This is one of the major points where van der Sandt 's theory 
positively distinguishes itself from other, purely semantic approaches to presuppo­
sitions, which predict weaker presuppositions in these cases. 

Why is accommodation not meaning-preserving? In one sense this is just what 
we would expect. After all, Lewis (1979) describes accommodation as the phe­
nomenon that missing information simply 'springs into existence': the representa­
tion of the foregoing is altered in such a way that the presupposition is satisfied 
after all. And it is no surprise that this changes the meaning. On the other hand , 

20See Krahmer (1995) for discussion. 
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consider (DRS 15) , which is of the form ~(<I>(-v))- Ifwe feed this DRS to the (slightly 
adapted) resolution algorithm, the presuppositional DRS will be accommodated as 
a presuppositional DRS and the result is (DRS 16), which is of the form (~<I>)(-v) 
These two DRSs differ in their dynamic meaning (thus, they are not equivalent) , 
and hence even this form of accommodation is not entirely meaning-preserving. Yet, 
we could reasonably expect the accommodation to preserve meaning in this case; 
note for instance that PR(~(<I>(-i-))) is equivalent with PR((~<I>) (-v)) - In fact, this 
points to a weakness in the interpretation of Presuppositional DRT. 

What is the problem here? Recall that in dynamic semantics, a single negation 
is understood as a plug with respect to anaphoric reference: it blocks dynamic po­
tential. Therefore, no discourse referent which originates in the scope of a single 
negation can be referred back to. So, in ~(<I>(-i-)) any referent introduced in either 
<I> or iI' is inaccessible outside the scope of the negation. In (~<I>) (-v) things are 
different; referents introduced in the main universe of iI' are available for future 
reference. One would expect presuppositions to be totally insensitive to negation, 
and that this is not the case for the interpretation of Presuppositional DRT given 
in definition 2 (nor for the related interpretations of e.g. Kinematic Predicate Logic 
and Error-state Semantics for DPL) is an artefact of the dynamic interpretation of 
single negations. What we want is the following: a single negation should be a plug 
for anaphoric reference to non-presupposed discourse referents (like those represent­
ing indefinites), but at the same time it should be a hole for anaphoric reference 
to presupposed discourse referents (like those introduced in the representation of 
definite descriptions). Compare:21 

(15) a. John didn't bake the pie for Mary's birthday. It was rather tasty. 

b. John didn 't bake a pie for Mary's birthday. ?? It was rather tasty. 

The phenomenon of a logical connective which should act as both a plug and a hole 
with respect to anaphoric reference is by no means restricted to negation. Consider: 

(16) a. If an inhabitant of France is bald, he will wear a curled wig. ?? He is a 
dedicated follower of fashion. 

b. If the king of France is bald, he will wear a curled wig. He is a dedicated 
follower of fashion. 

Again, we want to block anaphoric reference to an indefinite NP in the antecedent of 
a conditional, but not to a definite one in the same position. Can we do something 
about this? 

Intuitively a presupposition is something which should be the case beforehand. 
In what sense, does <I>(-v) conform to this intuition? Ifwe evaluate <I>(-v) with respect 
to an assignment g, then the presuppositional DRS iI' is supported if there is an 
assignment h such that (g, h) E [w]+; presupposition is a matter of successors. 
Now consider the following alternative definition: 22 

DEFINITION 9 (<I>(-v) (re-)defined) 
[<I>(-i-)]+ = { (g, h) I 3k(k, g) E [w]+ & (g, h) E [<I>]+} 
[<I>(-i-)]- = { (g , h) I 3k(k, g) E ['11]+ & (g, h) E [<I>]-} 

Arguably this definition comes closer to the intuition of a presupposition as some-­
thing which holds already. Definition 9 supports the following fact, as the reader 
can easily verify. 

21 In (15.b) the indefinite is to be understood in a non-specific way. 
22 Notice that this interpretation of 1> (W) is not definable in terms of sequencing and any al­

ternative interpretation of a, since [811! ; 1>J- will always be a subset of the diagonal of F 2 

(= {(g, h) I 9 = h}). 
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FACT 5 (Equivalences) 
~( <I> (w)) is equivalent with (~<I>) (w) 
[ I <I> (w) => Y] is equivalent with [ I <I> => Y] ('I') 

This means that if we interpret presuppositional DRSs as in definition 9, the resolu­
tion of (DRS 15) yielding (DRS 16) does preserve meaning. Moreover, the treatment 
of (15) and (16) has become possible for the semantic account as well. 

To accommodate the 'looking-back' character of the new presupposition op­
erator two additional modifications are needed. First of all, it does not make 
much sense any more to define the truth-combinations with respect to A (the 
empty-assignment). After all, you cannot 'look back' from the empty assignment. 
Therefore the truth-combinations are re-defined with respect to an arbitrary as­
signment g (compare the DPL notion of truth). For similar reasons, we have to 
generalize the notion of 'domain-extension', i.e. g{i}h now comes to mean 'as­
signment h extends assignments g at least with i '. Formally: g{i}h abbreviates 
DOM(g) U {i} 5:;; DOM(h) & Vy E DOM(g) : g(y) = h(y). Otherwise, the interpre­
tation of Presuppositional DRT remains as it was. For more details the reader is 
referred to Krahmer (1995). 

8 CONCLUDING REMARKS 

In this paper we have discussed Presuppositional DRT. The system of Presupposi­
tional DRT can be seen as a combination of Krahmer & Muskens ' Double Negation 
DRT with the static partial approach to presuppositions of Peters (1975).23 We 
have seen that presuppositions can be studied using Presuppositional DRT in two, 
rather different ways. Given some DRS <I> we can either calculate PR(<I>) and find 
the semantic presupposition, or we can feed <I> to van der Sandt's resolution algo­
rithm. It was shown that the resolution algorithm actually benefits from the partial 
interpretation of Presuppositional DRT, even though the algorithm itself remains 
essentially as van der Sandt developed it. In the previous section it was shown 
that this picture also allows us to study the differences in prediction between the 
two approaches. In connection with this we discussed an alternative interpretation 
for Presuppositional DRT. Although it needs to be fleshed out in more detail, it 
seems to be a promising line for future research. The alternative definition makes 
it possible to bridge the 'accommodation-gap' between the two approaches to pre­
supposition discussed in this paper. 

In fact, for both approaches a better understanding of accommodation seems 
desirable. From the semantic perspective accommodation is a means to avoid pre­
suppositions which are too weak. It is easily seen that the new interpretation 
discussed in the previous section does not lead to a strengthening of the predicted 
semantic presuppositions. After all , its only novelty with respect to the original 
interpretation concerns the dynamic potential of discourse referents introduced in 
presuppositional DRSs, and the semantic notion of presupposition is merely defined 
in terms of truth and falsity. So as things stand, the semantic approach still pre­
dicts presuppositions which are too weak in certain cases. 24 On the other hand, 
van der Sandt's approach to accommodation has a somewhat 'syntactic' flavor: it 
works very well, but it is not entirely clear why it works so well. An interesting 
alternative might be to look at van der Sandt 's resolution-algorithm from a proof­
theoretic perspective. This might go as follows: in Ahn and Kolb (1990) a function 

23 Jn Krahmer (1995) the relation between static and dynamic approaches to presupposition is 
discussed at length. One of the conclusions is that the notorious examples involving quantifier­
presupposition interaction from Karttunen and Peters (1979) and Heim (1983) can be dealt with 
inside an ordinary partial interpretation of static Predicate Logic. Dynamics is not needed to deal 
with them. 

24 But see for instance Beaver (1993) for a defense of weak presupposit ions. 
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7 is defined which maps DRSs to expression of Constructive T,ype Theory (CTT). 
The resulting CTT expressions -r(<I>) are evaluated given a context/set of premisses 
r. Now suppose we re-define -r to map Presuppositional DRT to CTT, and that we 
evaluate -r(<I>(w)) in some context r. Then three things can happen: (i) the presup­
position follows from r, it is 'bound'. This would be the preferred situation. (ii) 
the presupposition does not follow from r. Then either we have missed something; 
our context r is incomplete and should be extended ('global accommodation'), or , 
we want to leave our set of premisses untouched and modify r(<I>('V)) ('local accom­
modation'). (iii) r contradicts the presupposition. What to do? The best option 
is to give up and ask the speaker for clarification. This all to brief expose indicates 
that it might be interesting to look at van der Sandt's resolution algorithm from a 
proof-theoretic point of view. 
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Integrating Situations into a Theory of Discourse Anaphora 

David Milward 
Uni versi tiit des Saarlandes 

Abstract 1 

This paper provides an account of definite and pronominal anaphora which draws 
together insights from dynamic semantics and situation semantics. The result is a 
dynamic semantics in which contexts consist of the parts of a scenario which have 
been brought to a hearer 's attention. The contexts are structured by meta-level 
disjunction, corresponding to a set of situations where one is in attention but the 
hearer doesn't know which one, and meta-level conjunction corresponding to a set 
of situations which are simultaneously in attention. Data from bridging reference, 
disjunction, and telescoping is used to motivate the account , together with some of 
the data which has been used in the past to argue for and against situation based 
accounts of anaphora. 

I Theories of Discourse Anaphora 

It is useful to separate out three treatments of anaphora. The first, and most tra­
ditional approach is to try to fill in the anaphor, either at the level of word string, 
syntax, or semantic representation. For pronominal anaphora almost all recent pro­
posals have been at the level of semantic representation. Perhaps the most sophis­
ticated approach is the E-type approach (original work by Evans 1980, but see e.g. 
Does 1994 for recent developments). Consider the following discourse. 

(1) A young child came in today. 
He sat down at the computer and started typing. 

The E-type approach makes the second sentence less context dependent by replacing 
He by a representation equivalent to The young child who came in today. 

There has been much valuable, but perhaps inconclusive, discussion of whether 
an E-type approach, in treating pronouns similar to definites, requires that the 
description must refer uniquely and whether or not that is problematic (e.g. Heim 
1990, Kadmon 1990, Does 1993, Dekker 1993). A rather different issue concerns the 
treatment of mutually dependent anaphora. Consider the discourses: 
(2) a . A colleague of mine looked after a baby last week. 

After 5 minutes it had driven him crazy. 
b. A girlfriend of a colleague of mine is a journalist. 

She tells him all the latest Royal gossip. 

In (a), it refers to a baby looked after by a colleague, him to a colleague who looked 
after that baby. In E-type approaches we get an interpretation along the lines of: 

(3) After 5 minutes the baby who was looked after by a colleague of mine last 
week drove the colleague of mine who looked after a baby last week crazy. 

For (b) we would need an interpretation along the lines of: 

( 4) The girlfriend of a colleague of mine who is a journalist tells the colleague 
of mine who has a girlfriend who is a journalist all the latest Royal gossip. 

These interpretations are certainly inelegant, but this might not be seen as a real 
problem for E-type analyses provided we can formulate the appropriate rules to 
create them from the surface syntax. However, there is certainly a problem when 
we replace indefinites by disjunctions. Consider e.g. 

1. I am indebted to Paul Dekker, Claire Gardent, Jonathan Ginzburg and Roger Kibble for 
comments on earlier drafts , and to the European Community for funding as part of the FraCaS 
project, LRE 62-051 
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(5) a. Mary can take the truck, or Sue can take the pickup. She can park 
it by the entrance. 

b. We can get a young girl to recite a poem, or an older one to read a 
passage in French. If it takes her about 10 minutes then ... 

Here we again have mutually dependent anaphors, but it is much less clear how to 
construct an appropriate description to replace the anaphors. 

Instead of attempting to make sentences context independent, the second 
approach to anaphora builds semantics only for discourses as a whole, not for the 
individual sentences2 . A simple approach which has been used in the Artificial 
Intelligence tradition going back to e.g. Winograd 1976 is to treat indefinites as 
setting up new 'knowledge based entities'. Subsequent anaphors then add further 
properties to this entity. For example, after processing 

(6) A man sleeps 

we set up a new index, il, and assert of that index that it is a man and it sleeps . 
On encountering: 

(7) He snores 

we merely add the information that index il snores. Now consider processing the 
sentence: 

(8) A man buys a picture 

Here two indices would be created, e.g. il and i2. Taking an object orientated 
approach to knowledge representation, we have a choice of putting the information 
under either il or i2, or under both. Putting it under both gives: 

il i2 

man(il) 
buys(il,i2) 

picture(i2) 
buys(il,i2) 

The resulting representations are similar to the file cards of Heim 1982. 
An alternative to an object orientated approach is to assert information con­

cerning tuples of knowledge based entitiE!S. This can be represented as follows: 
il i2 
man(il) 

picture(i2) 
buys(il,i2) 

This representation is identical to the DRS structure which would be built for the 
same sentence. In fact we can think of DRT as a better worked out version of the 
early AI approaches, with the further advantage of having a well defined semantics 
for its representations. Similar to the AI approaches, DRT achieves semantic binding 
for inter-sentential anaphora by adding to an existing structure. This is achieved 
by the DRS construction algorithm, which we can think of as an operation upon 
representations, or, more controversially, as an operation on types (this perspective 
is given by the situation theoretic reformulation ofDRT, Cooper 1993b). For intra­
sentential anaphora, e.g. donkey anaphora, DRT is compatible with two approaches. 
The first is where binding is achieved not at the level of representation, but at the 
level of interpretation. For example, the rule for implication in Kamp and Rey le 1993 
makes the implication true if all assignments (c.f. individual cases, instantiations 
or embeddings) which satisfy the antecedent can be extended to assignments which 
satisfy the consequent. However , Kamp and Reyle (pl49) emphasise that this is 
only due to some technical aspects of the construction algorithm . The rules could be 
reformulated so that binding is done at the level of the types, with t he antecendent 

2. Of course we can regain a notion of sentence meaning as a mapping between contexts, the 
essential notion behind dynamic semantics . We will return to this . 
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DRS copied explicitly into the consequent. This would then allow a purely sta tic 

. terpretation of DRSs. 
lil The third approach to anaphora is where we consider each sentence to be 
evaluated in context, and to map to a new context. This is the essential characteristic 
of dynamic semantics approaches e.g. B_arwise 1987, Gr~enendijk and Stokhof 1991. 
This approach differs from the first kmd smce there 1s no attempt to make the 
sentences themselves context independent. It also differs from the second kind of 
approach in being more g_eneral. An~ exa_mple of the second kind , such as DRT, 
can be given a dynamic remterpretat10n, smce we can regard sentence meanings as 
mappings from the meaning of the discourse before the sentence was processed , to 
the meaning of the discourse afterwards (e.g. as a mapping between two DRSs). 
For example, the sentence a man buys a picture evaluated in the empty discourse 
context gives the mapping: 

D [[a man buys a picture]] x y 

man(x) 
picture(y) 
buys(x,y) 

Standard DRT is a special case of dynamic interpretation , since the contexts are 
identified with the meaning of the discourse upto that point. This conflation of the 
meaning of the discourse and the context has important consequences which we will 
examine in the next section. For now, consider a non-standard DRT where DRSs 
represent contexts, but not discourse meanings (see Fernando 1994 for discussion 
along these lines). In .such a system it is natural to interpret a DRS as a function 
from values of referents to truth values (i.e. as a relation). The DRS can then be 
replaced by a lambda expression such as: 

,\x.,\y. man(x) & picture(y) & buys(x,y) 
At first sight this replacement seems surprising. An essential feature of DRT is the 
treatment of discourse variables as distinct from bound variables. How can a lambda 
expression capture non local binding? The trick is to bind to argument positions 
rather than to variables.3 Taking this perspective allows a unifying view of accounts 
such as Predicate Logic with Anaphora, Dekker 1994 and STDRT, Cooper 1993b. 

In Predicate Logic with Anaphora (PLA) contexts are. sets of tuples of model 
theoretic individuals. This is equivalent to evaluating a function or relation in a 
particular model. For example, if a model supports John buying picture 1, and Fred 
buying picture 2, the lambda expression above would evaluate to the following set 
of tuples: 

{ ( john, picturel ) , 
( fred, picture2 ) } 

john and fred share the same column i.e. they are in the same position in their 
respective tuples. john and picturel share the same row i.e. are members of the 
same tuple . Dekker's approach to binding is to associate pronouns with particular 
columns, which correspond to particular argument positions of a lambda expression 

As an alternative to using tuples, where items have a particular ordering, we 
can extract the ordering information and get a set of sets of pairs i.e . 

{ {(l,john),(2,picturel)}, 
{ (1 ,fred),(2,picture2)} } 

However, the choice of names 1 and 2 is arbitrary. We could just have well used the 
names of the original discourse referents i.e. 

{ {(x,john),(y,picturel)}, 
{(x,fred) ,(y,picture2)} } 

3. The binding process is trivial if a pronoun picks an argument position from the current context 
(this is similar to picking a particular column in PLA 1 described in the next paragraph). Things 
are more complicated if binding is done via syntactic coindexing. 
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The result is a set of partial assignments. Partial or total assignments have been 
the basis of most of the dynamic semantics proposed so far e.g. Barwise 1987, 
Groenendijk and Stokhof 1991. 

In the STD RT approach developed by Cooper 1993b, a DRS is interpreted not 
as a function into truth values, but as a function into situations . Another difference is 
that Cooper uses simultaneous abstraction instead of standard lambda abstraction. 
This allows argument positions to be distinguished according to their name rather 
than via their order. The relationship between lambda abstraction and simultaneous 
abstraction at the level of functions thus parallels that between tuples and partial 
assignments in the model theory. 4 

2 Focussing on parts of the world 

Consider a theory of discourse processing which just takes each sentence and uses 
it to update a description of the world ( or perhaps a description of some imaginary 
scenario being described) i.e. 

Description 
of the world 

sentence 
New description 

of the world 
It is well known that such a model is inadequate if the description of the world is 
interpreted as just a set of possible worlds. For example, consider discourses such 
as the following (due to Barbara Partee): 
(9) a. Nine of the ten balls are in the bag. #It is under the sofa. 

b. One of the ten balls is not in the bag. It is under the sofa. 

The first sentences of the two examples might be expected to rule out the same 
possible worlds, yet the anaphoric potentials are different. It is data of this kind 
that led DRT to adopt a more representational level of description. However an 
alternative is to say that an utterance does not just provide a description of the 
world, but also brings some part of the world into attention. The first sentence of 
(9)(a) would bring a part of the WtJrld containing 9 balls into attention. The first 
sentence of (9)(b) would bring a part of the world containing one ball into attention. 
The model of sentence processing is now as follows: 

Description of the 
part of the world 

in attention 

Description of 
the world 

sentence 
Description of the 

new part of the world 
in attention 

New description of 
the world 

What might a part of a world contain? We might expect at least some objects and 
basic relationships. We also won 't want to equate a part of a world with a set of 
possible worlds since we will lose the distinctions we need to make (e.g. we need to 
distinguish between parts of the world containing 9 balls versus 1 ball). 

How does this compare with existing theories? In DPL or PLA, we might 
describe the contexts as denuded parts of the world: there are entities but no re­
lationships or properties. This description wouldn't be quite correct however, since 
there is some information kept in the contexts of DPL and PLA which is not con­
tained by parts of the world. In PLA this is the ordering of the entities: we don't 
have a set of entities but an ordered tuple. Subsequent sections will actually argue 

4. Note that STDRT retains the DRT approach of trying to use contexts to provide meanings 
for the discourse as a whole. Since the meaning of the contexts are not suitable as a meaning of a 
discourse (they are abstracts), there has to be a step of existential closure occurring at the end of 
a discourse to turn the abstracts into suitable discourse meanings. 
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h t we need both the relational information supplied by modelling parts of the 
t ald together with ordering (or rather parallelism) information. 
wor ' • Id h t How does this compare with DRT? At first sight one wou expect t ere o 
be little relationship. DRT would seem to provide descriptio~s of the world rath.er 
than parts of the world. However, this is only partly correct. Simple DRS structures 
can be thought of as modelling parts of the world. In fact Kamp 1981_ states that m 
fact, formally they are nothing other than partial models, typically with small finite 

d · si·mple DRSs also double as a description of the world smce the world omains. 
must be such that the part of the world described by the DRS can be embedded 

within it. . . 
This dual way of looking at a DRS works for modelling the semantics of 

indefinite descriptions. However, when we consider generalised quantifiers, the two 
notions start to diverge. For example, consider the discourses: 

(10) 
(11) 

Exactly one man came in. He sat down. 
A man came in. He sat down. 

After processing either of the initial sentences, an appropriate descript_ion of the part 
of the world brought to attention would be a part of the world contammg a man who 
came in. However in DRT we cannot provide the same DRS for both sen_tences smce 
they differ in their description of the worl~. St_an~ardly, DRT _would build a duplex 
condition for the first case, with anaphonc bmdmg treated m an E-type fashion. 
For the second discourse DRT would introduce a new discourse referent for a man, 
with anaphoric binding performed by equating referents . Similarly, for a_napho~a 
involving universal qu;mtification, proposals in DRT also tend to be E-type m spmt , 
with parts of the context copied into the representation for the new sentence (see 
e.g. Roberts 1987 on telescoping, and Kamp and Reyle 1993 on plurals). . 

The basis of the treatment proposed in this paper is that contexts consist of 
the parts of the world ( or parts of some imaginary scenario in fictional _contex_ts), 
which are brought to a hearer's attention. Unlike DRT we allow both mdefimtes 
and universal quantifiers to introduce parts of the world into attention. However, 
to explain the different anaphoric properties of universals and indefi_nites. the con­
texts are structured differently. Indefinites introduce meta-level d1sJunctions. For 
example, if two parts of the world, i.e. two situations, sl and s2 both satisfy a 
sentence containing an indefinite, the context consists of a disjunction of sl bemg 
in attention, or s2 being in attention. Universal quantifiers introduce meta-level 
conjunctions, where more than one situation is brought into attention simultane­
ously e.g. s1 is in attention and s2 is in attention. The proposal resembles DPL as 
opposed to DRT in working at the equivalent of the model theory rather than at 
a level of representation.5 Similar to DPL, information concerning anaphora is not 
encoded within a representation of sentence meaning, but is provided explicitly by 
a context. 

3 Definites 
Most treatments of definite descriptions , whether based on a Russellian or Straw­
sonian approach, assume some kind of uniqueness constraint6 • In the Russellian 

5. Yet another perspective on the difference between DRT and DPL is to think of the assignments 
in DPL as pulling out the information which is kept in the structure of the DRS which is relevant 
for anaphora. Once this information is extracted, we can return to a more traditional semantics. 
One criticism of this approach is that it doesn't provide the rich structure necessary for a treatment 
of discourse relations (as in e.g. Asher 1993). However with a situation based account it is perfectly 
natural to provide rich structuring of the parts of the world in attention instead of putting structure 
into the description of the world as in DRT. 
6. It is worth noting that there are some examples of definites which don't require uniqueness . 
For example, Take the lift to the 3rd floor is fine even if there is more than one lift. 
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treatments this is built into the meaning of the sentence containing the definite. In 
Strawsonian treatments, there must be a unique referent if the sentence containing 
the definite is to get a meaning. However, it is clear that when we utter a sentence 
such as the dog ran away we do not require there to be just one dog in the universe 7 . 

Vie can make this intuition clearer by considering a context where some people are 
looking at a coat and a scarf in a shop window. It is perfectly felicitous to say: 

(12) I like the coat. Unfortunately it 's a bit more expensive than the one we 
saw yesterday. 

However, this discourse contains the description the coat , yet any universe which 
satisfies the discourse requires at least two coats. 

Barwise and Perry 1983 treated such cases by evaluating definites not in the 
universe or world as a whole , but in part of the world i.e. some situation. Similar 
motivations led to proposals that definites pick up only salient individuals, or choose 
from a salient set of individuals (see Cooper 1993a for discussion of McCawley and 
Lewis 's proposals along these lines). In particular, Westerstahl 1984 proposes that 
determiners generally should be restricted by context sets8 . It is important to note 
that we need to allow different noun phrases to pick up different context sets or 
different situations. Westerstahl makes this point for quantifiers. For example, in: 

(13) The English love to write letters. Most children have several pen pals 
in many countries 

the noun phrase most children is presumably restricted to English children, an in­
appropriate restriction for the second noun phrase. Similarly, in (12) we need to 
use a small context set/situation to evaluate the first definite , and a wider context 
set/larger situation to evaluate the second. 

The second thing to note is that the choice of a situation or context set can 
be affected by local information within a sentence, not just by global discourse 
structure. For example, consider the following: 

(14) In Forbach, the castle is next to a lake. In Blieskastel, the castle is on 
a hill top. • 

Here the castle is evaluated in the two different scenarios brought into salience by 
the prepositional phrases In Forbach, and In Blieskastel. 

For most semantic theories, it is a far less radical step to incorporate a notion 
of context set, than a notion of situation, so what are the advantages of a situation 
based approach? We will concentrate on two phenomena here: bridging reference 
and state change anaphora. Further arguments for a situation based account of 
definites are given in Barwise and Perry 1983 and Cooper 1993a. 

3.1 Bridging Reference 

Anaphoric reference can occur when there is no 'overt' antecedent, but instead the 
referent is related to a previously mentioned individual, or situation. Such uses are 
called bridging ref erence (Clark and Haviland 1974). Bridging is sometimes assumed 
to be limited to cases where an object can be linked to an antecedent noun phrase, 
or antecedent verb e.g. examples (15) and (16) respectively: 

(15) Patience walked into [a room]; . [The chandeliers](,) burned brightly 
(16) Keith drove to London. The car kept overheating (Garrod and Sanford 

1994) 

However, it is also common to get cases where it is a particular combination of 
objects and relationships , plus world knowledge, that allows bridging to occur. For 

7. This example is taken from Cooper 1993a. 
8. Cooper 1993a si milarly argues that determiners generally should be evaluated with respect to 
situat ions. 
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example: . 

(17) 
(18) 
(19) 

Every Macintosh with a printer has problems with_ the connectwn 
I got home late last night since the bus was 20 mmutes late . 
While Mary was washing her hair/clothes, the shampoo/powder spilt 
all over the floor. 

(20) No mail came for me today. My secretary was really surprised by the 
empty pigeon-hole 

xample of a donkey sentence with a bridging definite, there is certainly 
In (17),a:~e:edent, though we might claim it is some plural object com posed o~t of 
no one d ·t • t In (18) we use world knowledge that a bus ts likely h mputer an 1 s pnn er. S f d ! eb:oinvolved in someone gett ing home. (19) was used in experiments :y t anffor t 

0 d G od to show that the choice of object for the verb has 1mme ta e a ec 
an the al:finites which are felicitous in the second sentence_. This suggests tha~ t~e 
on h a cannot be purely determined by lexical properties of the verb was . n 
(;;) w:r have an example where the first event does not denote an event , but rather 

a lack ;!::e:xamples suggest that the kind of information re~uired_ i~ a context 
• Jud es relations and properties ( or events or situations from which_ this mformat1:n 
me be accessed) not just individuals. However , there is a ~oss1ble way out or 
can t t o~ches This is to claim that the initial processmg of the antecedent 
conttex s:e;;~rp parti~lly described objects which the bridging definite _accesses 
sen ence h 1• • DRT) For (19) this seems (see Bos et al. 1995 for a proposal along t ese mes m • . . 

ossible: whenever a .washing event occurs one might set up a partially _de_scnbed 
;bject corresponding to the washing substance. One could then claim this 1s what 
the shampoo is anaphoric to . . 

In general, however , it seems unlikely that such a prediction mechan_1sm can 
ex lain the full range of bridging occurrences. Although some cases of bndgmg m:y 

p • ed b an antecedent sentence, in other cases the work seems to be ~one Y 
~~:u:i:;~~e (o; a combination of both10 ). For example, in (15) it is not pa_rtic_ul~rly 
rkely for a room to contain a chandelier, but highly likely that a chandelier ts m a 
:oom. Similarly, we can contrast the following examples11 . 

(23) a. The police stopped the car since they thought the trailer /horsebox 
/roofrack looked unstable . 

b. The police stopped the car since the dog looked dangerous. 

( ) table even though a car pulling a trailer is relatively uncommon. (b) 
a seems accep , . The difference 

seems unacceptable, though a car containing a dog 1s more common. . 
is that trailers are highly likely to be following cars, whereas dogs can be found m 
far more situations. . II 

Finally it is worth noting that bridgi~g. can occur with pronouns as we as 
definites, providing some motivation for a s1m1lar treatment e.g. 

(24) oh I was on the bus and he didn 't stop at the right stop (Brown and Yule 
1983) 

9. Situation based approaches should generall~ hav; no ~rob::t:~th ~::e::;~~~e,a:~o:nt~: 
ations are usually taken to be include the notion o even an · f ~-

d t d' 'th a more sophisticated treatment o nega 10n . 
provide later wou ld nee ex en tfng wG1 f 1995 for slightly different data such as: 10. This point has been made be ore roe sema 

(21) Peter: Would you drive a Mercedes? . 
(22) Mary: I wouldn't drive ANY expensive car (Sperber and Wtlson 1986) 

Groefsema argues that the assumption that a ~ercedes is an expensive car does not become 

accessible just from Mer~ede~, but also_ via e:'"pe?51~e ~:~· 1987_ Carter argues against probabilistic 
11. These examples ':ere msp~re~ by a ?1scuss10n m ar l nsiders robabilities in the forward 
methods on the basis of a similar pair. However, he on y co_ l tph w likely it is for a trailer 
direction i.e . how likely it is for a car to be followed by a trai er, no 0 

to be fo llowing a car. 
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(25) My house was broken into last week. They took the TV and the stereo 
(Rich and Knight 1991) 

3.2 State-Change Anaphora 

Cases involving state-change anaphora are particularly common in task oriented 
dialogues. For example in recipes we can get anaphora such as: 

(26) Mix the flour, yeast and milk. After 5 mins roll the dough into thin strips 

(27) Melt the gelatine in hot water and fruit juice. Pour the jelly into dishes 
to cool. 

Here the dough refers to the object which results from mixing the ingredients and 
then waiting 5 minutes. In a situation based account we could use the described 
event and the information provided by the definite to infer an appropriate situation 
which describes the state resulting from the event. For DRT there have already 
been suggestions to include information about states resulting from events and this 
might provide the necessary discourse referents (Kamp and RoBdeutscher 1994). 
However this does suffer from the problems outlined above concerning approaches 
which rely on prediction. It many cases it is not obvious what the resulting state 
is, and it is the definite which allows us to infer it. Consider for example: 

(28) A tourist wandered into the desert without a compass. I had the unpleasant 
job of scaring off the vultures. 

4 Towards a dynamic semantics with situations 

In the previous sections we provided evidence to suggest that we need to be able 
to access relational information from contexts as well as information about entities. 
In this section we will informally outline a very simple approach to incorporating 
situations in a dynamic semantics. We will then outline the various problems with 
this approach which led to the proposal which is given in Section 8. 

Reconsider the example sentence a man buys a picture in a model where John 
buys picture 1 and Fred, picture 2. Using tuples as in the PLA system (Dekker 
1994) this gives the following context: 

{ ( john, picturel ) , ( fred, picture2 ) } 
This context encodes the information about the possible sets of (model-theoretic) 
entities brought to the hearer's attention, and orders the entities. 

As argued in the previous section, contexts also need to supply relational 
information. We can supply this by building contexts such as the following: 

{ {buys(john, picturel), man(john), picture(picturel) } 
{buys(fred, picture2), man(fred), picture(picture2) } } 

Here we provide the equivalent to the model theoretic entities supplied by PLA, but 
also provide the relations and properties they are involved with. In some versions 
of situation semantics terminology, man{john} would be called an infon sometimes 
written as (man,john,l), and in some versions, a set of infons would constitute a 
situation, so we would have a context consisting of a set of two situations. The 
intuitive notion we want to preserve is that the context encodes those parts of the 
world (or some described scenario) which the conversation is about. We will talk 
about the context as a set of situations which are parts of the 'actual' situation (or 
some imagined situation which the conversation is about). The precise status of the 
contexts, and whether they should really be called situations doesn 't seem to be 
crucial for the discussion of anaphora, so we will remain relatively uncommitted. 
We will even remain uncommitted as to whether situations should be thought of as 
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parts of the real world, or merely as hearers' conceptualisations of the world (i.e. 
mental constructs similar to mental spaces, Fauconnier 1985). 

We have now suggested one way in which contexts might look. The second step 
in providing an account of anaphora is to say how pronouns and definites access the 
context to obtain an interpretation. Consider something like DPL (Groenendijk and 
Stokhof 1991). Here the usual assumption for pronouns is that there is some prior 
coindexing stage in the syntax that tells the pronoun which index ( or discourse 
variable) to pick. For PLA there is no prior coindexing stage, rather we choose 
dynamically to link a pronoun with the i-th entity from each tuple i.e. the i-th 

column in the context. 
When we consider the contexts built from the kind of situation suggested 

above, there is nothing equivalent to a notion of column ( or corresponding notions 
of discourse referent or argument position). The only plausible way to access an 
individual is first to look along a row (i.e. look in a situation), and then choose 
an individual from that row according to some descriptive content, e .g. by treating 
he as the male, she as the female. This kind of indirect approach seems natural 
for cases of bridging definites, but is highly controversial for standard anaphoric 
pronouns (for example, Groenendijk et al. 1995 argue for an indirect approach for 
definites , but do not commit themselves for pronouns). To see why this issue is so 
controversial we need to consider the notorious 'two bishops example '12 • 

Consider the following sentence in a model where the only bishop meeting is 
between the two bishops, Cedric and Marcus. 

(29) If a bishop meets another bishop he blesses him 

A theory using partial assignments such as EDPL (Dekker 1993) creates the follow­
ing context after processing a bishop meets another bishop 

{ (x,cedric), (y,marcus) } { (x,marcus) , (y,cedric) } 
Here we get two different cases, corresponding to replacing the first bishop by cedric 
or by marcus. Similarly, in PLA we ·would get two cases, according to whether we 
order cedric before marcus or vice versa. 

When we further come to resolve the anaphoric reference, there are again the 
two cases to consider. Whether we link the he and the him to the columns labelled 
by x and y respectively, or vice versa, we will require both Cedric to bless Marcus 
and Marcus to bless Cedric. 

Now consider doing indirect binding, but still with something like EDPL or 
PLA. In this case, we separately resolve the anaphors in the two cases . This means 
that we can resolve the he to Cedric in the first case, and also to Cedric in the second . 
The result is that the sentence gets an unintuitive reading which only requires Cedric 
to bless Marcus, but not for Marcus to bless Cedric. 

In the case of a situation based account, things are equally problematic. Pre­
sumably any situation which supports Cedric meeting Marcus will also support 
Marcus meeting Cedric. We therefore might expect to provide an identity relation­
ship between the infons meets{cedric,marcus) and meets{marcus,cedric). But this 
means that the context consists of just the single situation: 

{ bishop( cedric), bishop(marcus ), meets( cedric,marcus) } 
Assuming a treatment of conditionals which checks that all situations supported by 
the antecedent can be extended to the consequent, this again allows sentence (29) 
to be true when only Cedric blesses Marcus. 

Before rejecting indirect approaches (and, for that matter , situation based 
approaches), let us consider some linguistic evidence which suggests some advantage 
m having an indirect approach . We will then try to merge the best attributes of 
both approaches. 

12• These kinds of example are due to Jan van Eijck . 
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5 Advantages of an indirect approach to anaphora 

Groenendijk et al. 1995 argue for an indirect approach to dealing with 
anaphora on the basis of examples such as the following: 

definite 

(30) A man is walking in the park. Another man is walking in the park too. 
The tallest man whistles. 

In this example we pick the tallest man from whichever of the men was the tallest. 
We don 't seem to always have to pick the first man, or always the second. This 
particular example has some problems however. Firstly we could always pick the 
first , since the two participants are indistinguishable. A slightly different version of 
the example prevents this: 

(31) John bought a pony, a horse and a donkey. He uses the strongest animal 
for ploughing. 

Secondly, both of these examples could be criticised on the grounds that superlatives 
are a special case of definite noun phrases which contain an implicit argument (i.e . 
we have the tallest of the men, and the strongest of the animals). To counter these 
criticisms consider the following example13 : 

(32) When a Sicilian and a Corsican get engaged , the girl's parents are usually 
more concerned than the boy's . 

It is also worth noting that this example works with pronouns i.e. 

(33) When a Sicilian and a Corsican get engaged, her parents are usually more 
concerned than his. 

The cases of conjunction outlined above are problematic for the direct (i .e. 
column, slot or referent based) approaches to definite anaphora. However, only the 
last example concerns pronominal anaphora. There are cases, especially cases of 
disjunction, which seem problematic both for pronominal and definite anaphora 
using a direct approach. Consider the following examples: 

(34) 

(35) 

(36) 

(37) 

You will be taught by a lectui;er or a researcher. She will use an overhead 
projector. 

They either took John's car or rented a van. They then drove it all around 
the Highlands. 

We can get a _Young girl to recite a poem, or an older one to read a passage 
rn French. If 1t takes her about 10 minutes then ... 
Buy a spanner or borrow an adjustable wrench from a local hardware store 
but don't use it for the small bolts. ' 

Kamp and Reyle (1993:p206) suggest that cases such as (34) can be dealt with by 
cons1denng a lecturer and a researcher as alternative characterisations of the same 
person . Th:y provide a resulti~g DRS, but leave the construction rules as a topic 
for further rnvest1gat10n. This kmd of approach is however problematic for the other 
cases. In (35) the potential antecedents do not even share the same role in the first 
sentence (the car is taken, the van is rented). Instead, what is common between 
the potential antecedents is that they are both suitable for being driven. In (36) 
we need to preserve the correct dependencies within each disjunct (which can 't be 
done by introducing two new discourse referents, one of which can be a young girl 
or an older girl , the other a song or a recitation). 

Dynamics semantics also has troubles with some of these examples. Groe­
nendijk and Stokhof 1991 suggest using program disjunction to treat examples sim­
ilar to (34) . Program disjunction unions together the possible output states for each 

13: T~is example is again not entirely watertight since one could argue that this is a case of 
bridging to the ':'erb engag.ed. However, bridging itself is certainly a problem for simple column 
based accounts smce there 1s no column for the anaphor to link to. 
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disjunct .The effect is t~ treat each case separately, with (34) correctly treated as 
having a semantics equivalent to: 

(38) You will be taught by [a lecturer], and shei will use an overhead projector, 
or you will be taught by [a researcher]i and she; will use an overhead 
projector. 

Program disjunction gives the right results for (35) and (36). (37) is more interesting 
since there are different numbers of indefinites in the two disjuncts. It is not entirely 
obvious how to achieve the correct results in either total or partial versions of 
dynamic semantics. We not only have to merge the different cases into a single 
context, where appropriate individuals appear in appropriate columns, but also 
must ensure that discourse referents which were created by only one disjunct are 
inaccessible outside that disjunct. PLA could provide a neat treatment of examples 
(34), (35) and (36) since there is no need to provide prior coindexing. However there 
would be particular problems with (37) since, even if the tuples could be merged, the 
it would have to refer to the spanner and to the store rather than to the spanner and 
to the wrench, since the spanner and the store are equidistant from the pronoun. 

Treating these kinds of disjunction14 within the simple situation based model 
outlined above is particularly simple. Similar to Groenendijk and Stokhof, the differ­
ent outputs can be unioned together. However, each output is just a situation, and 
there is no problem with unioning together situations of different sizes . The use of 
an indirect approach to anaphora also means that there is no need to allocate each 
entity in separate disjunctions into some 'correct' column, since each situation is 
considered independently. We will consider disjunction more formally in Section 8. 

6 Between a direct and indirect approach to anaphora 

The discussion so far seems to suggest that a direct approach to anaphora is neces­
sary for the 'bishop' example, but that indirect approaches might have advantages 
for cases of disjunction, cases involving the tallest etc., and, from our earlier dis­
cussions, cases of bridging reference where the antecedent can't easily be predicted. 
How can we reconcile the data? 

One feature of the 'bishop' example is that both pronouns are ambiguous. In 
contrast, in the other examples considered, the pronouns or definites were unam­
biguous: there was just a single individual satisfying the description in each case. It 
thus seems that either an anaphor picks up a unique individual in each individual 
case, or it picks parallel individuals. 

How can we build in a notion of parallelism into a situation based account? 
One relatively simple way is to associate individuals with indices. If, for example, 
two individuals in different situations were both associated with the same indefinite 
noun phrase, then they share the same index. The situations now not only encode 
the part of the world brought into attention, but also something of the way in 
which each individual in the situation was introduced into attention. For example, 
interpretation of the antecedent of the conditional in the 'bishops' example would 
set up two situations with different indexing i.e. 

{ bishop(cedric), index(cedric,1), bishop(marcus), index(marcus,2), 
meets( cedric,marcus) } 

{ bishop(marcus), index(marcus,1), bishop(cedric) , index(cedric,2), 
meets( cedric,marcus) } 

14. This is just one class of disjunction. Other kinds of example include / expect a man or a 
woman will come. She would be happy to help. In this example we only need to consider extending 
t~e si~uations introduced by a woman coming. The second sentence says nothing more about the 
s1tuat1ons introduced by a man coming. 
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As before we look into each sit ua tion separately, but now an object can be chosen 
via its index. 

To obtain the two ways in which a pronoun can refer, we interpret a pronoun 
either as either a simple definite , or as a definite with a restriction tha t the individua l 
must have the appropriate index. Using generalised quantifier notation, the two 
interpretations for he sleeps would be: 

• the(,\x.male(x), ,\y.sleeps(y)) 
• the(,\x. male(x) & x = i, ,\y.sleeps(y)) 

i is interpreted in a situation as an object with index i. In the formalism we present 
in Section ~ the secon9: of these formulae is effectively equivalent15 to the simpler: 

male( i) /\ sleeps( i) 
This is due to the fact that indices are chosen so that no two items in the same 
situation share the same index16 . 

We have suggested that pronouns can be interpreted by simple definites (in 
contrast to the elaborate definites provided by E-type approaches). How should 
definites be interpreted? Here we will give two pieces of data which have affected 
our approach, without giving any justice to the huge literature. The first piece of 
data is examples such as: 

(39) John saw a doctor at the health centre. She/the woman was very helpful. 

Here we seem to get a correct interpretation for the discourse if we simply rule 
out the cases from the first sentence which involve male doctors . This suggests 
that there is no presupposition failure involved, just a sentence coming out false in 
certain cases. 

The second piece of data is from definites involving other noun phrases e.g. 

(40) The man who owned a donkey brought it to the fair 

Here the it can access its antecedent, a donkey, even though this is nested within the 
definite describing the man. This is problematic for treatments such as Barwise and 
Perry's, where the descriptive content of definites is thrown away once the referent 
is found . Consider the following sentence: 

(41) The man in the red vest is the governor 

Barwise and Perry convincingly argue that the the descriptive content of the definite 
should not be added to the content of the sentence as a whole. The sentence does 
not seem to commit the speaker to having asserted that there is a man in a red 
vest. For example, it would be infelicitous for the hearer to answer: It 's not red, it's 
pink. Our treatment similarly does not add the content of a definite to the content 
of the sentence. However, we do add it to the context i.e. the speaker brings the 
information into attention as opposed to asserting it . This allows treatment of ( 40). 

A further question concerns whether definites themselves ought to get a read­
ing similar to the indexing reading of the pronoun. Even with the limiting of unique­
ness to uniqueness within a resource situation, we have too strong a requirement 
for some anaphoric definites. Consider the following sentence: 

(42) When a Protestant marries a Catholic, the vicar is careful about the 
words he chooses 

Consider if in one case the Protestant just happens to also be a vicar. The sentence 
seems to apply equally well to this case, with no possibility of interpreting the vicar 
as the Protestant. However , in indirect approaches such as Groenendijk, Stokhof 
and Veltman 's, and in what has been proposed above, this is exactly what might 
happen , causing uniqueness to fail. Moreover, this is an example where there is no 

15. There is a minor difference in that the definite introduces an extra redundant index. 
16. We might want to change this. For example, coordinated noun phrases perhaps should result 
in the individuals concerned sharing the same index. 
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t t i• c coindexing of the vicar with an antecedent, so t he lack of a reading couldn 't 
~K . 

forced syntactically (as, for example, other cases of pa rallelism are enforced by 
be en ·ng prior coindexing in DPL) 17 . The view of definites as also being ambiguous 
assum1 . . . . . . • f 
between two readmgs, one mvolvmg mdexat10n one not , might gam support rom 

"dering plural anaphora. Firstly, there are convincing arguments (e.g. Elwor-co= . 
h 1995) that plural pronouns require the kind of referential treatment we have 
ty • • h I f • • ht Osed here (i e a treatment which considers t e actua sets o entities t a pro-prop • • 

uns refer to, as opposed to some claimed syntactic antecedent). Secondly, there 
no cases of plural anaphora which seem to exhibit the same bifurcation between 
are 'deration of all individuals in a context versus considering only individuals with cons1 
the same index. Contrast the following examples: 

(43) 
(44) 

John met Peter and Susan. The boys then went off to the cinema. 
Everyone at the school went to visit the other children. The boys really 
enjoyed the visit 

In the first, example, the boys refers to all the boys in the context without wo_r~ying 
about their indexing. In contrast, in the second example, the boys has add1t10nal 
readings where it refers to all the boys with the same index (i .e. all the boys who 
visited, or all the boys who were visited). 

7 Some final motivation: plurals and telescoping 

In the last section we suggested that a quantifier such as everyone introduces individ­
uals which share the same index. But what kind of context should these individuals 
be embedded in? The anaphoric properties of universal quantifiers are very different 
from those of indefinites, so we wouldn't want to produce the same kinds of context 
for both (i.e. sets of situations) . However, if we don't use sets, what are the other 
options? . 

Let us return to the original intuitions we used for introducing sets of situa­
tions. The idea was that each situation corresponds to a part of the world brought 
to attention . In the case of indefinites, we may have more than one part of the world 
to consider: the hearer knows that one of them is in attention, but doesn't know 
which one. We thus have a kind of meta-level disjunction e.g. (sl is in attention) or 
(s2 is in attention). Given this perspective, the obvious kind of context to create for 
a universal quantifier is one where various situations are brought into attention in 
parallel e.g. (sl is in attention) and (s2 is in attention) 1.e. a meta-level conjunction. 

Consider how this might help with a treatment of plural anaphora to universal 
quantifiers. Given the discourse , 

( 45) Every child had a good time visiting the grotto. They particularly enjoyed 
the reindeer 

the first clause creates a set of situations which are all in attention. The referent for 
the pronoun is then created by summing parallel individuals (i.e. individuals shar­
ing the same index) in each situation. Elworthy 1995 works out a similar approach 
in far more detail. In Elworthy's work, the first clause would set up a set of tuples 
of individuals, and the they would sum together all individuals sharing a particular 
column. Note that this approach differs from Dekker's PLA system, although the 
contexts look similar. Elworthy uses sets of tuples as the result of universal quan­
tification, in cases where we would use conjunctive situations. Dekker uses sets of 

17. Extending coindexing to bridging suggests that if two parallel situations can be extended by 
the same bridging inference, then the resulting situations include parallel individuals with the 
same index. In this respect the treatment resembles DRT, where an inference can set up a new 
~iscourse referent. There is no stipulation that discourse referents have to be linked to noun phrases 
mtroduced in the discourse itself. 
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tuples as the result of existential quantification, where we would use disjunctive 
situations. 

The idea of keeping multiple situations in parallel attention also provides a 
neat treatment of telescoping phenomena. Consider the following examples: 

( 46) Each degree candidate walked to the stage. He took his diploma from the 
Dean and returned to his seat 18 

( 4 7) Every girl is expected to swim three lengths. She is also expected to stay 
under water for 5 minutes. 

(48) Every chess set comes with a spare pawn. It is taped to the top of the box 
(Sells 1985) 

In each of these we can think of the first sentence as setting up a set of situations 
which are simultaneously in attention. The effect of the second sentence is just to 
extend each of the situations. We will give formal rules to achieve this in the next 
section. 

8 A Dynamic Semantics with Situations 

The discussion above could lead to a variety of different formalisations. The for­
mal system we shall describe here should be seen as just one example. The prime 
consideration here has been simplicity, and we will suggest some refinements in the 
conclusion. We assume, similar to DPL, that we are starting with a language of 
generalised quantifiers rather than directly with natural language. This assumption 
is justified by the fact that there are already well known techniques for converting 
reasonable sized fragments of natural language to a language of language of GQs e.g. 
using 'Montague-style' techniques. A direct mapping from natural language would 
be more desirable, but introduces extra complexity. 

The rules for the simple fragment are given in Figure l. Let us first run through 
some examples before looking at specific features of some of the rules. Consider the 
discourse A man laughs. He cries. Now consider an actual situation in which there 
are three men, ml, m2 and m3. m01 and m2 laugh, but only ml both laughs and 
cries. The result of updating an initially empty situation is given below: 

A man laughs. He cries. 

index( ml ,I), man( ml) laughs(ml) cries(ml) 

~ laughs(m2) ~ 
( fodmjm3,/),mo,(m3) ~ 

{ } { {index(ml,l),man(ml),laughs(m/))} 

V { index(m2,J ),man(m2),laughs(m2) ) 

{ index(ml,l ),man(ml ),laughs(ml ),cries(ml)) 

The rule for existential quantifiers picks a new index, index 1, and forms a dis­
junction from the situations resulting from extending the situation, first with the 
indexed object, then with man(i) followed by laughs(!). i is a term in the logical 
language which is interpreted in a situation as the object with the index i. A dis­
junctive situation can be extended by extending each member of the disjunction. 

18. T his example is given in Roberts 1987 acknowledging Barbara Partee. 
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is another disjunctive situation, possibly with some cases pruned out ( or 
The result . d d by new indefinites). This exactly parallels what occurs m cases mtro uce 
extra PL with sets of possible assignments. . . 
e.g. ED "d the sentence Jf a man laughs, he smiles in an actual s1tuat10n 

Now consi er 2 b h ·1 
b b t with the added feature that ml and m ot sm1 e. • •1 to the one a ove, u . "bl • 

s1mI ar . • I • based on the relatively standard idea that all poss1 e s1tua-• hcat10n ru e 1s Th 
The imp_ f in the antecedent must be able to be extended by the consequent. e 
tions sat1s ylt g_ of the rule is however unusual. In the case where the antecedent 

t formu a 10n . . · · t c 
exac d" • t· e si·tuation the effect is to turn the d1sJunct10n m O a conJun -t a 1sJunc IV , h · th 
aea esh_ h • then extended by the consequent. These two steps are s own m e t10n W IC IS 
following figure: 

If a man laughs 

{ index(m].J ),man(ml ).laughs(m/) ) } 

A {{ index(m2,1),man(m2),/aughs(m2)) 

If a man laughs he smiles 

index(ml,l ),man(ml ),laughs(ml) smiles(m/) 

index(m2, 1 ),man(m2),laughs(m2) 
smiles(m2) 

{ { index(ml,J ),man(ml ),laughs(ml),smiles(ml) ) } 

A { index(m2, l),man(m2),laughs(m2),smi/es(m2) ) 

S• have a conJ·unction both of the situations satisfying the antecedent must 
mce we ' . • h" h · · J t 

be extended (otherwise we would get a J_ into the conJunct10n, w 1c 1s eqmva en 
to the whole mapping to 1-). . . . 

The motivation for this particular formulation of the 1mphcat10n rule comes 
from looking at suppose. Consider the following discourses: 

(49) Suppose Jones owns a book on semantics. Then he uses it (Kamp and 
Reyle 1993) . 

1 
(50) Suppose Jones has a daughter. Then will she help him. 

Consider the first 19 . Here we seem to need to consider every scenario in whkh Jones 
owns a book on semantics. Interpreting John owns a book on semantics will create 
a (meta-level) disjunction of situations e.g. 

V{ { owns(john,book1}, book-on-semantics{book1)} 
{ owns{john,book2), book-on-semantics(book2} } } _ . . . . 

The effect of suppose is to turn this from a disjunction into a conJU~ctwn 1.e. 1_t bnngs 
all the cases into parallel attention. We interpret then he uses it m this conJunchve 
context, giving the interpretation that he uses all the books on semantics which he 
owns. 

~ould prefer this example if uses were replaced by would use. Modals oft~n ~eem to signal 
that we are remaining in a hypothetical context. Once we use a non-modal this signals that we 
should look again at the cases rejected by the hypothesis as well as the _case considered under the 
hypothesis. We will give no account here of how to close off a hypothetical context. 
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This treatment of implication gives strong readings to donkey sentences. For 
example, the sentence: 

(51) If a farmer owns a donkey he beats it 

is interpreted as true (provides a transition to something other than _i) only if every 
case in which a farmer owns a donkey can be extended to one in which he beats 
it. There are various ways in which we might attempt to get weak readings. One 
is to retain more structure so that a disjunction of a disjunction is not flattened to 
a disjunction of the individual cases. Asymmetric readings would result from only 
converting the top levels of disjunctions into conjunctions.20 Another possibility is 
to give a singular pronoun such as it an extra reading corresponding to one of them. 

Let us now look at some individual features of the rules in Figure 1. Figure 1 
uses the convention s for situations , ss for situations or structured situations, as 
for the actual situation, and rs for the resource situation. 

s((R t1 ... tnlJas =SU {R{tt, •·•,ln}} 

if ([tj]J~s = tj , [(RlJ~s = R , and asFR(t1,--- ,tn) 

= J_ otherwise 

s((-,¢,]]as = s 

s[(</> /\ V'lJas 

s[[</> V V'lJas 

s[(¢, --+ v,]]as 

if s((</>l]as = J_ 

= J_ otherwise 

= (s[(</>]]as)[(v,]]as 

= V{ss I ss Ev s[(</>]]as V ss Ev s[(V'lJas } 

= (/\{ss I ss Ev s([</>]]as}) ([v,]]as 

s[('v';(<t>,v,)]]as 

= (V { ss I 3objEas. ss Ev (s U { index(obj, i)})[[¢,(i)llas}) [[v,(i)]]as 

= ((\ {ss J 3objEas. ss Ev (s U {index{obj,i)})[[¢,(i)]]as}) [(v,(i)]]as 

s((pro;.(¢, , v,)lJas = (s([</>(i)]])[(v,(i)]] 

s[[pro;( </>, 1/' )]]as = s[[the;(<t>,v, )]]as 

s[(the;(</>,v,)]]as = (V {ss J 3objErs. ss Ev (s U {index{obj,i)}) [[¢,(i)]] rs & 
'v'obj 'Es s.t. obj '# obj. (s U {index(obj,i)}) ([¢,(i)]]rs = J_ 

} ) [[v,(i)lJas 

VS[(¢]] = V{ss' I 3ss ES. ss([¢,]]ss '} ;\S[(<t>] ] = /\{ss ' I 3ss E S. ss([<t>]]ss'} 

20. This makes asymmetric quantification dependent upon the scoping of the quantifiers in the 
antecedent. The result is that outerscope quantifiers in the antecedent correspond to the cases 
which are quantified over. Kadmon 1988 argues that this is the correct generalisation. She gives 
the remaining quantifiers a weak (existential) reading. However, there is some data which doesn't 
seem to fit this . Consider If a poor girl has a toy she usually gets good use from it. Here there 
seems to be a reading where most poor girls play with most of their toys. Zimmerman 1993 makes 
a similar point with regard to the sentence Most environmentalists who buy a car buy a pink 
diesel. 
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A(A U{_l})=_l 

(\{A}== A 

vn == J_ 

== obj 
if sFindex{obj,i) 

V(A u {_i} ) = VA 

V{A} = A 

/\{} = T 

A Ev ss iff 
3S. ss = VS and A Ev S or 
ss = s for some s and A = s or 
3S. ss = f\S and A = ss 

Figure 1: A Dynamic Situation Semantics 

The first rule interprets a ground term in the logical language. If the arguments a re 
all constants, the result is to add the corresponding infon into the situation e.g. 21 

{ sleeps{john) } ([sleeps(harry)]] { sleeps(john), sleeps{harry) } 
The rule for negation is a rule of negation by failure similar to DPL (see e.g. Krah­
mer 1994 for a more sophisticated treatment of negation which allows anaphoric 
reference in cases of double negation). Note that here we have already distributed 
down to an individual situation. If, for example, we had started with V{sl,s2} , and 
if sl[[ip]l_l and s2([¢,))s3, then we would get V{s1 ,s2 }[[¢,]]sl by using the rule for 
distributing into a disjunctive situation. 

The rule for conjunction is again similar to the rule in DPL i.e. first process 
¢,, then process v,. 

The rule for disjunction provides a meta-level disjunction over the union of 
the various situations or structured situations (excluding _i) , which satisfy either 
of the disjuncts. This is similar to unioning sets of assignments as suggested by 
Groenendijk and Stokhof 1991, but has the advantage that there is no problem using 
meta-level disjunction for situations containing different numbers of indefinites. The 
similar treatment of disjunctions and indefinites means that the following sentences 
get similar semantics if evaluated in an actual situation containing just two friends 
of Mary, John and Bill: 
(52) a . Everyone who met a friend of Mary 's liked him 

b. Everyone who met John or Bill liked him 

The rule for implication was discussed earlier. Note that in the case where 
the antecedent of a conditional is not supported by the actual situation, we get a 
conjunction over an empty set. Evaluating the consequent in a context consisting 
of a conjunction over an empty set just returns the same context (according to the 
rule for extending a conjunctive situation) . We call a conjunction of an empty set 
T. For any¢,, T[[¢,]]T (similarly, for any ¢,, _1_( (¢,l] _i). A further sentence will also 
successfully extend this context. This is not necessarily correct. Sometimes we will 
want to continue to extend the possible contexts set up by the assumption of an 
implication, but not always. There need to be other rules to allow a conjunctive 
situation to be closed off, perhaps to form a single situation consisting of the set of 
all infons in any of the conjoined situations.22 

The rule for existential quantification was discussed earlier. The rule should 
be refined to allow existential quantifiers to take wide scope in telescoping cases 
(consider e.g. (46) with the Dean replaced by a distinguished visitor). The rule for 
universal quantification is similar to that for implication . This is made possible by 

~l. In the examples we use the convention that john, a constant in the language of GQs, is 
interpreted as the individual john in the actual situation. The actual situation takes the role that 
; 2model woul~ in a standard model theoretic interpretation . 

• There are issues here concerning the context prior to the implication. For example, we might 
want _to let the cases which didn't satisfy the supposition be continued. Further consideration of 
negation, and perhaps modality might be useful here . 
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the use of t he convent ion as opposed to the standard approach in e.g. First 
Order Logic of using variables plus an assignment function. As with implication , a 
false restrictor gives the context T which can be successfully extended by any new 
input. This is correct for telescoping cases , but as mentioned earlier, not correct in 
all cases. The rule should also be refined to allow for restricted quantification i.e. 
choice of objects not from the actual situation as a whole but from some resource 
situation. 

Finally there are the rules for pronouns and definites . We assume that pro­
nouns in the input language are in generalised quantifier format e .g. he sleeps is 
represented as: 

pro,;,. ( >.x.male(x) ,>.y.sleeps(y)) 

There are two interpretation rules as discussed earlier. The first plugs in the i t erm 
into a conjunct ion of the restrictor and scope. The second rule for pronouns treats 
them as definites. 

For definites, we want to fetch the unique item in the resource situation which 
satisfies the restrictor, and to thread the context formed by evaluating the restrictor 
into the scope (to deal with the embedded noun phrases mentioned earlier). This is 
achieved by threading the context formed by the one object in the situation which 
doesn't map to a null context. Currently there are two choices for the resource situa­
tion: the situation in which the definite is being evaluated, or the actual situation. If 
the contexts were further structured using discourse relations this would introduce 
other possibilities. 

Finally there are rules for the V and (\. V and /\ are defined as operations over 
sets, but we could equally have used a binary meet and join operation with properties 
of idempotence, commutativity and associativity. The resulting operations would 
then resemble standard lattice operations. It is however questionable whether we 
would want to make contexts into lattices since this would destroy some necessary 
structure. For example, the consequence of adding a partial ordering appropriate to 
a lattice structure would be to require that V{sl, (\{sl, s2}} = sl. However it is 
plausible that a plural pronoun might .listinguish between these structures. 

9 Conclusions and Future Directions 

This paper has provided a preliminary account of how we can construct contexts 
consisting of conjunctively and disjunctively structured situations (including the 
possibility of disjunctions of conjunctions of disjunctions etc.), and how this can 
help in dealing with various kinds of anaphora. 

So far, the structuring of the context has been according to the logical prop­
erties of the utterances. What we have not done is to structure the discourse in the 
sense that is normally meant by discourse structure. This requires structuring in 
the orthogonal dimension i.e. each individual situation needs to be structured ac­
cording to the way the discourse is segmented and how the discourse relates to what 
it describes (see e.g. Asher 1993 and Poesio 1993 for approaches to incorporating 
discourse structuring into DRT and a version of situation semantics respectively). 
Once such structuring were added, it would make sense to allow a greater freedom in 
the choice of resource situation. For example, we might allow salient sub-situations 
of the current discourse situation in addition to the discourse situation itself and 
the actual situation . 

Will this greater freedom of choice allow us to cope with all cases? The first 
kind of case which might be problematic is represented by example (14) repeated 
here: 

(53) In Forbach, the castle is next to a lake. In Blieskaste!, the castle is on 
a hill top. 
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the resource situations chosen? In this example, there seems no need for How are . . •. . . 
the 'Forbach ' situation (the maJor bmldmgs a~d events associated with the town 

b h) to be salient prior to the sentence bemg uttered. Instead , we seem to be 
~~ . If 

I t a rve it out of the actual situation using the content of the ut te rance itse . ab e o c . . . . . 
There are also some cases mvolvmg pairs of defimtes which suggest that you 
t Valuate each definite separately in a resource situation. Consider the fol­canno e 

• sentences23 uttered in a context where there are two boys, two dogs, but ]owmg ' 
only one boy holding a dog. 

(54) 
(55) 

The boy is holding the dog too firmly. 
The boy is really enjoying holding the dog. 

If we try to evaluate one of the definites by itself we will get uniqueness failure . 
However, the sentences seem perfectly fe licitous in this contexL It se~ms that we 
need to pick out the pair of a boy and a dog such that th~ boy is holdmg the dog, 
and then assert that he is holding it too firmly, or that he is really enJoymg holdmg 
it i.e. use a sentence's given, or , perhaps, its presupposi_t10nal mformat10n together 

·th a resource situation to establish the referents. This suggests that we need to 
M . . b extend the approach taken in this paper to allow even more mteraction etween 
discourse context and sentential context . 
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In situ binding: a modal analysis 

Michael Moortgat (OTS) 

_Abstract mpare two multimodal deconstructions of the in situ bin-
. ~-co . 

In this pa C posed in [9] for the scoping of generalized quantifiers. The 
(A B ), pro · · · · • h der q ' ' 1 • f [13] is shown to be of limited generality: 1t restricts t e ing ana ys1s o . . . . 

wrapP f eralized quantifier express10ns to assoc1at1ve environments -
rence o gen . . 

occ~r t where sensitivity for constituent structure 1s lackmg. We propose 
environmen_ s deconstruction where the wrapping operation is independent of 

lternat1ve h 1 • • an a ement assumptions about the structural context. T e ana ys1s 1s 
ource manag · [ ] h • • res th general theory of structural control proposed m 8 : t e mteract10n 

based on e • · f d 1 . . 1 , the wrapping operat10n are fine-tuned m terms o unary mo a pnnc1p es ,or 
control devices. 

1 Resource control 

1 [10 8] the categorial vocabulary is extended with a pair of unary modal 
n t' ' ◊ ol The base logic for the unary operators is captured by the opera ors , • 

residuation laws that also govern the familiar binary vocabulary, cf. (1) below. 

◊A-+B iff A-+ □lB 
A-+C/B iff A•B-+C iff B-+A\C 

(1) 

The embedding theorems of (8] establish a general theory of communication for 
substructural grammar logics: in interaction with the standard binary multipli­
catives, the unary vocabulary provides full control over structural organization 
in terms of precedence, dominance and dependency. The control allows both for 
the imposition of structural constraints in regimes with a flexible resourc~ man­
agement, and for licensing structural relaxation in regimes with a more strmgent 
structure sensitivity. This result suggests a natural division of labour between 
'syntax' and 'semantics', with LP playing the role of the default semantic com­
position language, and the pure residuation logic NL the default language of 
structural composition. The intermediate territory can be navigated by means 

of the modal control operators. 
We apply this method to a painful open question in the categorial li­

terature : the proper characterization of an in situ binding operation such as 
required for the scopal possibilities of generalized quantifiers. In §2, we discuss 
the tension between semantic expressivity and syntactic discrimination as it 
arises in the context of quantifier scoping. In §3, we present the analysis of ' in 
situ ' binding proposed in (13] , which exploits the properties of an associative 
default resource management regime. In §4, we develop a generalized multimo­
dal analysis which is independent of resource management assumptions for the 
environment the generalized quantifier expressions find themselves in. 
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2 Quantifier scope: syntax-semantics tension 

Consider generalized quantifier expressions like 'someone', 'everybody'. l,From 
the perspective of LP, we can study their contribution to natural language 
meaning via a standard Fregean type assignment (e --> t) --> t, with lexical 
recipes >..x.:3y[x(y)], >..x.'v'y[x(y)]. The LP notion of derivability, of course, is too 
crude to offer a unified deductive account of the composition of meaning and 
form. Suppose we want to refine the LP type (e --> t) --> t to take syntactic 
fine-structure into account. Within L, one can find two directional realizations 
of (e --> t) --> t compatible with the fact that generalized quantifiers occupy 
the positions of ordinary (proper noun) noun phrases: s/(np\s) and (s/np)\s. 
But imposing order sensitivity in the type-assignment already causes the loss of 
scope readings one wants to preserve. Compare 'peripheral' versus 'medial' oc­
currences of generalized quantifiers. Given a 'direct object' assignment (s/np)\s 
to 'someone', both the (a) and (b) readings of (2) are L-derivable. Given a 'sub­
ject' assignment s/(np\s) the (c) reading is not derivable: in Lone only derives 
the narrow scope reading (d). 

(a) A thinks B loves someone ""someone(>..x.thinks(loves(x)(b))(a)) 
(b) "--+ thinks(someone(>..x.loves(x)(b)))(a) 
(c) A thinks someone loves B "-" someone(>..x.thinks(loves(b)(x))(a)) 
( d) "" thinks(someone(>.x.loves(b) (x))) ( a) 

(2) 

The diagnosis of the problem is not difficult: · the (2c) reading would require 
the generalized quantifier expression to enter into structural composition with 
a discontinuous configuration of resources: such syntactic behaviour is beyond 
the expressivity of the (N)L connect_ives: 

I A thinks I someone I loves B I 
Below, we briefly compare two strategies to resolve this problem: the rule-based 
approach of [4] which postulates type-change axiom schemata to regain the 
lost readings, and the deductive approach of [9] which enriches the vocabulary 
of connectives with a connective for 'in situ' binding which turns the axiom 
schemata of [4] into derivable theorems. 

FLEXIBLE MONTAGUE GRAMMAR. The proposal of [4] is formulated as a flexi­
ble version of Montague Grammar (FMG). Syntactically, FMG is restricted to 
combine phrases by means of function application rule schemata. In order to 
accommodate quantificational scope ambiguities, the category-to-type mapping 
is relaxed to a relation rather than a function: a given syntactic type is associ­
ated with a set of semantic types. The semantic types are not unrelated: from 
a generator type an infinite number of semantic types (and the associated me­
aning recipes) are derived via the type-shifting rule schemata of Value Raising 
(VR), Argument Lowering (AL), and Argument Raising (AR). 

Let us identify the pure application syntax of FMG as NL, and try to 
pinpoint exactly where the type-shifting schemata give a surplus inferential 
capacity. Lifting (3a), and its generalizations via (3b,c) to Value Raising and 
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. . rsally valid already in the pure residuation logic 
t Lowenng are umve . . "t. 

Argurnen fl t the monotonicity properties of the imphcat1onal type cons ruc-
:NL: they re ec 

tors. 

(a) 
(b) 
( c) 

A__, B/(A\B), A--> (B/A)\B 
if A__, B, then A/C--, B/C and C\A ...... C\B 
if A __, B, then C / B __, C / A and B\ C __, A\ C 

(3) 

. . as a semantic type-shifting rule, is schematically characte-
Argurnent Ra1smg, A- B abbreviates Ai --> . .. An --> B, and similiarly for 
rized in (4) (where --> 

x). 

(AR) 
(4) 

. . alizations of this schema are not generally valid. In (5)_ and (6_), 
Directional re f d . t· 1 ambiguity which happens to be denvable, m 

fi d case O enva 10na . h 1 
one n s _a . tt'ng of L for generalized quantifiers occupying penp era 
h oc1at1ve se 1 , t· 11 t e ass . . 1 d . The derivations represent two seman ica y 

positions in thelf scopa omam. 
distinct L proofs of the theorem 

(np\s)/np ==:, ((s/(np\s))\s)/((s/np)\s) 

. sim le first-order transitive verb into a third-order funct~r tak~ng 
turnmg a der ~neralized quantifier type arguments, encoding the subJect wide 
second-or d' g(5) and object wide scope (6) reading, respectively. A ch~nge of 
scope rea mg \( \ ) (as would be reqmred for 
the transitive verb type from (np\s)/np to np n~ s h to make the object 
verb-final languages such as German or Dutch), is enoug . . . 

. d' derivable What one would like to obtam m full generality 
wide scope rea mg un • . n osition 
is the possibility of having a generalized quantifier phrase at any p p ' 
exerting its binding force at any s level of embeddmg. 

X3 : s/(np\s) 

tv 

tv: (np\s)/np x,:np -~---'--'-'----:--- /E 
xo'ri'jj tvx 1 : np\s =-~------ \E 

tvx,xo: s /I 
>.x1.tvx,xo : s/np x2 : (s/np)\s \E 

x2(>.x1.tvx,xo): s \I 
>.x0.x2(>.x1 .tvx,xo) : np\s /E 

x3(>.x0.x2(>.x, .tvx,xo)) : s \I 
>.x3.x3(>.x0.x2(>.x,.tvx1xo)) : (s/(np\s))\s /I 

>.x2>.x3.x3(>.x0.x2(>.x, .tvx,xo)) : ((s/(np\s))\s)/((s/np)\s) 

(5) 
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tv 

Xo: np 

tv: (np\s)/np x,:np 
tvx 1 : np\s /E 

\E 

X2: s/(np\s) >-xo.tvx1xo: np\s \I 
/E 

x2(>.xo.tvx,xo) : s (6) 

As an illustration for the FMG type-shifting approach take th t 'M h ' , e sen ence 
ary t mks someone left' . In (7) we list the necessary steps producing the wide 

sc~e readmg for 'someone' .. W~ giv~ both the semantic shifts - abbreviating 
~ , B _as (AB) - a~d their directional counterpart. The (AR) transition for 
left , with the generalized quantifier variable x 2 in head position is the critical 

o_ne th~t c~nnot be obtained as a pure NL proof term. Combi~ing the words 
(m t~eir shifted types) by means of functional application produces the desired 
readmg. 

left np\s ⇒ np\((s/s)\s) 
(et) ⇒vR (e((tt)t) 
left ⇒ .>..x1.>..xa .x1(left(x0)) (= left ') 

np\((s/s)\s) ⇒ (s/(np\s))\((s/s)\s) 
(e((tt)t) ⇒ AR ((et)t)((tt)t) 
left' ⇒ .>..x2.>..;;o,x2(.>..x1 .xo(left(x1))) 

thinks (np\s)/s ⇒ (np\s)/((s/s)\s) 
(t(et)) ⇒AR ((tt)t)(et) 
thinks ⇒ .>..x2.>..xa.x2(.>..x1.thinks(x1)(xo)) 

(7) 

~ CO_NNE~TI:"E FOR BINDING. The challenge for the deductive approach is to 
identify w1thm the theoretical space of the substructural grammar lo · . . . . g1cs a con-
nective with the proper mferential capacity to render the critical AR cases (the 
cases beyond the reach of (N)L) derivable. 

. , As a first approximation, (8) presents the connective q(A, B, C) for 'in 
situ bmdmg proposed in [9]. Use of a formula q(A, B, C) binds a variable x of 
~ype A, where the resource A is substituted for (takes the place of) (A B C) 
m the binding _domain B .. Using q( A, B, C) turns the binding domain qB i~t~ C. 
In the g~neral~ed quantifier case ':e have typing q(np, s, s) where it happens 
that B - C - s. For the semantic term decoration of the rule of use [qL] 
assume t(q(A, B , C)) = (t(A)-+ t(B))-+ t(C). ' 

t..[x : A] ⇒ t : B r[y : C] ⇒ u : D 
r[t..[z: q(A, B, C)]] ⇒ u[z(.>..x.t)/y] : D (qL) (8) 
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As an illustration of the use of the q connective, (9) gives direct cut-free proof 
search for 'John thinks someone left' , with wide scope 'someone' . (Compare: 
the FMG strategy of (7).) 

np => np s => s (\L) np => np s => s (\L) 
np, np\s => s np, np\s => s (/ L) 

np,(np\s)/s, l x: npl,np\s => ~ ~=> y: s 
---------;c===========,--,============; (qL) 
np, (np\s)/s, I someone:q(np, s, s) I, np\s => I y[someone(>.x.u) / y] s [ 

u = thinks(left(x))(j), 
y[someone(.>..x .u)/y] = someone(.>..x.thinks(left(x))(j)) 

(9) 

Carpenter [1 , 2] offers an in-depth discussion of the empirical range of the 
binding connective as compared with competing approaches to quantification 
(such as Cooper storage or LFG style type-driven interpretation), and he puts 
to use the binding connective in a treatment of plurals and collectivity. It may 
be worthwile to stress the different 'heuristic ' qualities of the deductive ap­
proach and. the rule-based type-shifting alternative. The type-shifting approach 
is specifically designed to handle the semantics of quantificational phenomena 
under minimal type assignment assumptions. The deductive approach intro­
duces a connective, i.e. a fully general operation on types that cannot have a 
construction-specific limited range of application. Support for the generality of 
a connective for in situ binding can be found in the analyses of Pied-Piping 
([14]) , or more ... than comparative subdeletion ([5]) . 

The q connective, as presented above, raises a number of model-theoretic 
and proof-theoretic questions which we address in the following sections. With 
the [qL] inference, we have given a rule of use - what about the rule of proof 
for the in situ binder? Can we give the interpretation of the q connective in 
terms of the general models for categorial logics, so that the proposed inference 
rules can be evaluated with respect to soundness and completeness? Is the q 

connective a primitive or a defined operator? Notice that the semantic term 
assignment for the [qL] inference shows the interaction of two implications (the 
application and abstraction operations in z(.>..x.t)) - could we decompose the 
q connective into more elementary logical constants, in a way that makes this 
implicational reasoning explicit? 

3 Deconstructing q in an associative regime 

In [13], one finds a multimodal analysis of the q connective which addresses 
these questions. The deconstruction of in situ binding presented in [13] assumes 
a multimodal setting with three families of multiplicatives: associative •a, non­
associative •n and a wrapping mode w which mediates between the two. The 
relevant structural postulates are presented below in axiomatic format. 1 The 

1. The constant I has to be added to allow for cases where the in situ binder is peripheral 
in its domain. There are model-theoretic and proof-theoretic problems with a multiplicative 
identity which we ignore here, because the alternative to be presented in §4 does not make 
use of I. 
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interpretation of the multimodal type language and of the structural postulates 
with respect to the general categorial frame semantics or its groupoid speciali­
zation, and the transformation of the axiomatic presentation into Gentzen-style 
sequent format, are standard. We refer to [ll] for a general discussion. 

(I) 
(A) 

(WN) 

I •a A <---t A <---t A •a I 
(A •a B) •a C <---t A •a (B •a C) 
(A •a B) •a C <---t (A •n C) •w B 

(10) 

The interaction postulate W N is the crucial feature of this analysis: an associa­
tive configuration (A•aB)•aC can be reanalysed as Bin wrapping construction 
with a configuration A •n C. The non-associativity of •n keeps track of the 'in­
sertion point' for wrapping, the associativity of •a makes any position in an 
associative configuration eligible as a potential locus for wrapping. 

Given the postulates (10), the proposal of [13] is to define the connec­
tive q(A, B , C) as (B/wA)\wC. Compare the [qL] rule of (8), repeated below 
for convencience without the term decoration, with the partial deduction for 
(B/wA)\wC in (12) . (Here and below, we abuse notation a little to economize 
on brackets, and write the logical connectives •i where we should have their 
structural counterparts (·, •)i in sequent antecedents.) 

il[A] ⇒ B r[C] ⇒ D 
r[il[q(A, B, C)l] ⇒ D (qL) 

(il • a A) •a N ⇒ B 
(il•nil')•wA ⇒ B WN 

il •nil' ⇒ B/wA /wR r[C] ⇒ D 

r[(il •nil') •w ~B/wA)\wC] ⇒ D \wL 

r[(il •a (B/wA)\wC) •ail'] ⇒ D WN 
r[(il •a q(A, B, C)) •ail'] ⇒ D (def) 

(ll) 

(12) 

As an illustration, (13) gives a derivation for the sentence 'John thinks 
someone left ' which produces the wide-scope reading for 'someone', under the 
standard Curry-Howard term assignment regime. We delay unpacking of the 
lexical type assignments to facilitate reading. 

&c 
John •a (thinks •a (np •a left)) ⇒ s 

((John •a thinks) •a np) • a left ⇒ s A 
((John •a thinks) •n left) •w np ⇒ s WN 

(John •a thinks) •n left ⇒ s/wnp \wR s ⇒ s 

((John •a thinks) •n left) •w (s/wnp)\ws ⇒ s /wL 
((John •a thinks) •n left) •w someone ⇒ s (def) 

((John •a thinks) • a someone) •a left ⇒ s WN 

John •a (thinks •a (someone •a left)) ⇒ s A 

(13) 

On closer inspection, we see that the deconstruction of the connective 
q(A, B , C) as (B/wA)\wC is not entirely faithful. The [qL] rule (11) is for­
mulated in a 'context-free ' fashion : it does not impose any restrictions on the 
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. ment of the q(A, B , C) formula. In contrast, t he decomposition of (12) 
environ . . . . . ) I 1· . of (10) is parasitic on assoc1at1v1ty: a q(A, B, C formula can on y 1ve in terms . . . . . 
. n associative environment, 1.e. an environment where constituent structure 
in a ·t· ·ty is lacking. In the absence of associativity assumptions for the default sens1 1v1 . . 

l·tion mode the interaction postulate W N cannot realize the required compos ' . 
I Possibilities for a q(A, B, C) formula. If one replaces •a m the example scopa . . . . 

(l3) by a non-associative product , the denvat10~ of the non-l?cal scope readmg 
fails. In the next section, we present an alternative decompos1t10n of q(A, B , C) 
which overcomes this limitation of the Morrill analysis. 

4 A general multimodal analysis 

The multimodal decomposition to be presented below is based on communica­
tion between a wrapping mode, which here we'll write as o, and a set of modes it 
interacts with. We first present 'in situ' binding from the perspective of the pure 
residuation logic NL, to make it clear that the analysis does not depend on any 
resource management assumptions about the environment of the o mode, but 
solely on the postulates governing the interaction of wrapping with its struc­
tural context . The generalization to the case where o interacts with a family 
of modes •i is entire)y straightforward. The required structural postulates are 
given in (14). 

(PO) 
(Pl) 
(P2) 

◊A<-----> Ao t 
(Ao B) • C <----->Ao (l)(B • C) 
A• (Bo C) <----->Bo (r)(A • C) 

(PO') 
(Pl') 
(P2') 

(14) 

For the binary wrapping mode, postulate PO introduces a degenerate case 
◊A, defined as the composition of A with a type constant t. The constant func­
tions as a structural placeholder. The interaction postulates Pl and P2 regulate 
the communication between • and o. The postulates are two-sided variants of 
the Mixed Associativity and Mixed Commutativity principles introduced in [12] 
for the analysis of head adjunction. In the left-to-right direction, the postulates 
Pl and P2 swap the dominance relation between o and • , for a o configuration 
embedded as the left (Pl) or right (P2) factor of a• configuration. In raising 
out o, the affected • configuration is marked with (l) or (r), respectively. The 
modal decoration makes the right-to-left direction of the interaction postulates 
deterministic - a crucial feature for keeping track of the structural position of 
the hypothetical A assumption bound by the q(A, B, C) binder. 

COMPILATION OF 'IN SITU' BINDING. Given the postulates (14), the connective 
q(A,B,C) can be defined as ◊(C/w(□lA\wB)). The partial execution compi­
lation of the [qL] rule is presented in (15). Notice that there are no contextual 
restrictions on the occurrence of the q connective. Some notational sugaring is 
used to make things more legible: ◊~il [t] stands for a configuration il[t] with 
a path of (l), (r) diamonds connecting the root to the placeholder t . In the 
antecedent, we again abuse notation in writing the logical product connectives 
for their structural counterparts. 
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Cl[A] => B 
i:l[◊□LA] => B □LL 

i:l[□LA o t] => B PO' 
----~-- Pl'/ P2' 
□LA o ◊~tl[t] => B 

◊~Cl [t] => □LA\wB \wR r[C] => D 

r[C/w(□LA\wB) o ◊~Cl[t] ] => D /wL 

r[Cl[C/w(□LA\wB)ot]] =>D Pl/P2 

r[Cl[◊(C/w(□LA\wB))]] => D PO 
r[i:l[q(A, B , C)l] => D (def) 

(15) 

NON-LOCAL SCOPE: SAMPLE DERIVATION. We illustrate the non-local scoping 
possibilities of q(np, s, s) in (16), a derivation for the wide-scope reading of 
'John thinks someone left' . 

&c 
John• (thinks• (np •left))=> s -----'---- -'-~-___:_'..._ __ □LL 

John• (thinks• (◊□lnp ■ left))=> s 
PO' 

John• (thinks• ((□Lnp o t) • left)) => s 
Pl' 

John• (thinks• ( □ Lnp o (l)(t •left)))=> s 
P2' 

John• ( □Lnp o (r)(thinks • (l)(t • left))) => s 
• P2' 

□Lnp o (r)(John • (r)(thinks • (l)(t •left)))=> s 

(r)(John • (r)(thinks • (l)(t ■ left)))=> □Lnp\ws \wR s => s 

s/w( □Lnp\ws) o (r)(John • (r)(1;hinks • (l)(t ■ left)))=> s /wL 

John• (s/w(□Lnp\ws) o (r)(thinks • (l)(t ■ left)))=>~ p 2 

John• (thinks• (s/w(□ Lnp\ws) o (l)(t ■ left)))=> s p 2 

John• (thinks• ((s/w(□Lnp\ws) o t) ■ left))=> s Pl 

John• (thinks• (◊(s/w(□Lnp\ws)) ■ left))=> s PO 

(16) 

In order to use the type ◊(s/w(□Lnp\ws)) for 'someone', we have to unpack 
the ◊ operator, thus introducing the wrapping mode o required for the impli­
cations / w, \w- This is effected by PO. The scope of the generalized quantifier 
expression is determined at the [/ wL] step. This stage of the derivation is re­
ached via a sequence of applications of the Pl and P2 structural postulates. 
The structure which the in-situ binder travels through to reach its scope-taking 
position is 'frozen ' by the (l), (r) marking leading back to the place of origin, 
which is marked by t. The hypothetical reasoning with respect to □Lnp assump­
tion starting at [\wR] traverses this path in the opposite direction, 'unfreezing' 
the (l) , (r) markings as it passes them. At the point where the binding site is 
recovered via PO', the basic residuation law ◊□Lnp--, np applies, cancelling 
the ◊ and □ L operators. 

COMPLETENESS. We interpret the type language with respect to multimodal 
frames 
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(17) 

We assume we have an object * E W for the interpretation of the placeholder 
constant, i.e. v(t) = { * }. For the degenerate wrapping case ◊ we have the 
constraint (18) to the effect that R; is defined as {(x , y) I R~XY*}-

PO, PO' (18) 

The interaction postulates Pl and P2 have the required form for the 
Sahlqvist completeness result of [7]. One easily computes the corresponding 
frame constraints, using the Sahlqvist-van Benthem algorithm. (We write dotted 
]ines for Ro and Rt, firm lines for R. and R,..) 

z u u y 

\! 
V y 

\/ 
¢} 

w 
I 

z t (19) 

X 
X 

(Pl) 3v(R.xyv & R 0 vzu) ¢;, 3t3w(R0 xzt & R1tw & R.wyu) (Pl') 

z u y u 
\ I 

y V 
w 

\/ 
¢} 

z t 
X 

X 

(P2) 3v(R.xvy & Rovzu) ¢;, 3t3w(R0 xzt & R,.tw & R.wuy) (P2') 
(20) 

Notice that one could introduce •t , •r as defined operators, for the com­
positions (l)(· • ·) and (r)( · •·),respectively, and obtain (21) - saving some 
ink, but changing nothing in the setup of (17) . 

(pl) (Ao B) • C +--->Ao (B ■1 C) (pl') 
(p2) A• (Bo C) +---> Bo (A •r C) (p2') 

(21) 

We close with some remarks on the use of q(A, B, C). The decomposi­
tion of 'in situ' binding as ◊(s/w(□Lnp\ws)) has been tested on the benchmark 
examples of scope ambiguity in [4] . In multiple quantifier interactions, the re­
quired scopal possibilities are produced - such as, for example, the eight read­
ings for 'Fred thinks every schoolboy believes a mathematician wrote Through 
the Looking-Glass' displayed in (22) . (We write GQl for 'every schoolboy' and 
GQ2 for 'a mathematician'.) 
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(GQ2 >-xo.(GQl >-xi-((THINK ((BELIEVE (( 
(GQl >-xo.(GQ2 >-xi-((THINK ((BELIEV WRITE TLG) xo)) X1)) FRED))) 

(GQ2 >-xo.((THINK (GQl >-xi-((BELIEV: ~~:RITE TLG) x 1)) xo)) FRED))) 

((THINK (GQ2 >-xo .(GQI >-xi-((BELIEVE w:ITE TLG) xo)) x1))) FRED)) 

(GQl >-xo .((THINK (GQ2 AX ((BEL ~~ !TE TLG) xo)) x1)))) FRED) 

((THINK (GQl >-xo.(GQ2 >-x~ :( (BEL~:~: WRITE TLG) x1)) xo))) FRED)) 

(GQl >-xo.((THINK ((BELIEVE (GQ2 >- ~~WRITE TLG) x1)) xo)))) FRED) 

((THINK (GQl >-xo.((BELIEVE (GQ2 /l·((WRITE TLG) x1))) xo)) FRED)) 
x1. WRITE TLG) xi))) xo))) FRED) 

Notice that for the ◊(s/ (□ 1 \ d (22) • w np wS eco • • followmg variant of the G h 1 _)) . mpos1t10n of the in situ binder th 
eac aw 1s denvabl Th' ' e 

app;opriate to shift a regular sentence 1 e. I~ type transition would be 
one ) to a verb phrase level enera . eve! ge~erahzed quantifier ( e.g. 'some-
analysis of §3, this type trans~tion i·shzuedd q~anbtl1fier ( e.g. 'himself'). Under the 

n enva e. 

i.e. 
tnp, s, s)l -> q(np, (np\s) , (np\s)) 

(s/w(□ np\ws))-> ◊((np\s)/w(□ lnp\w(np\s)))) 
(23) 

&c 
np• ( □lnpo □lnp\w(np\s)) => s 

□ 1 np o (r)(np • ( □lnp\w(np\s)) => 8 P2' 

(r)(np• ( □lnp\w(np\s)) => □ln \ \wR 
( / 1 P wS s => s 
s w(□ np\ws)) o (r)(np• (□ lnp\w(np\s))) => s /wL (24) 

np • ((s! w(□ 1 nv\ws)j o ( □ lnp\w(np\s))) => 8 . P2 

◊ s/w~~ np\ws) => (np\s)/w(□lnp\w(np\s))) /wR, \R 

. (s/w( np\ws)) => ◊((np\s)/w(□lnp\w(np\s)))) ◊R 
Notice also that for the d • 

f 
econstructwn of q d 

o the lifting law A-> B/(A\B) is (25a p~opose here, the 'modal' form 
~ames with generalized quantifier nou}' ~~t (25b). For conjunction of proper 
hfted np types, cf. (25c) and (25d). p ases, one uses any of the 'regular' 

(a) f- oolA _, ◊(B/w(□lA\wB)) 
(b) If A_, ◊(B/w(□lA\wB)) 
(c) f- ◊(s/w(□ 1nP\ws))-> s/(np\s) (25) 
(d) f- np-> s/(np\s) 

As remarked ab ove, one can generalize Pl P2 • 
pies by r~placing •by•;, and specifyin th to mult1modal interaction princi-
mode o mteracts with. One can 1 ~-ff e set _of modes i which the wrapping 
and_ distinguish wrapping variants :::t ~o~;ent1ate the _wrapping mode itself, 
environments. Such distinctions Id d mteract with different contextual 
nate between generalized quantifi;:u ·thm~ke it possible to lexically discrimi­
further elaboration for another ".'1 different scopal possibilities. We leave 

occasion. 
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fbe Semantics of Paths and Spatial Orientations 

Seungho Nam 
Seoul National University 

. aims to provide a formal semantic analysis of spatial expressions 
'flus P~~e~ so to build up a general logic of space to give compositional 
in E,ng ~lions to sentences containing locative prepositional phrases (PPs). 
inte~re ic of space proposed here is an . e~riched version of traditional 
'fhe 1~gy by Tarski (19~7/1956), and 1t 1~troduces two fundamental 
top~ g path and orientation, and defines therr structures. Thus we extend 
::'i~t~logical domain with spatial objects called regions. 

Nam ( 1995a) proposes the following typology of locative PPs, where 
belongs four classes of locatives. This paper, however, mainly deals with 
two of them: ( 1 b) Symmetric locatives, and ( 1 d) directional locatives. 

(I) four Classes of Locative PPs 
a. Topological Invariants - PPs with at, in, on 
b. Symmetric Locatives 

- PPs with across, through, over, past, around 
c. Orientational Locatives 

- PPs with in front of/behind, to the left/right of, above/below 
d. Directional Locatives - PPs with to,from, into, out of, towards 

first, before getting into logical technicals, in section 1 we illustrates some 
semantic facts revealing two notions underlying the semantics of locatives 
-symmetry and homogeneity. • 

1. Symmetry and Hm10geneity in Locatives 

1.1. Symmetcy-1 

Locative PPs combine with a predicate and denote a predicate modifier. 
Crucially they are interpreted as determining a spatial property for an 
argument of the predicate. For example, in (2a), in front of the house 
determines a property 'being in front of the house' for the object argument 
'Mary', so (2a) entails (2b). 

(2) a. John saw Mary in front of the house 
b. I= Mary was in front of the house 

(3) a . John spied on Mary from the control tower 
b. I= John was in the control tower 
c. I= Mary was not in the control tower 

In (3a), the PP from the control tower determines a property 'being in the 
control tower' for both the subject and the object argument. The property 
specifies the location of the subject argument 'John,' and its complement 
the location of the object 'Mary.' Thus (3a) entails both (3b) and (3c). Now 
consider the following with a symmetric locative. 

( 4) a. John saw Mary through the window 
b . I= John and Mary were on the opposite sides of the window 
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(5) a. John touched Mary across the table 

b. 1-= John and Mary were on the opposite sides of the table 

The PP in ( 4a),_ unlike th?se in ~2) and (3), does not determine a unary 
property but a bmary relat10n 'bemg on the opposite sides of the window , 
and this relation specifies the spatial relation between the subject and th~ 
object arguments. Thus (4a) entails (4b), and the same is true of the 
entailment in (5a) and (5b). The following data also show that the 
symmetric PPs determine a symmetric binary relation. 

(6) a. John shouted at Mary over the fence 
b. John heard the baby cry around the corner 

But notice that the binary relations induced by symmetric locatives are 
symmetric and are not reducible in terms of unary relations (properties): 
That is, they are not paraphrasable as a boolean compound of unary properties, so inherently binary. 

1.2. Symmetry-2 

Consider the following entailment pattern for another symmetry effect of symmetric locatives: 

(7) a. John walked across the street, and came back 
b. I-= John walked across the street twice 

(8) a. John ran around the corner, and came back 
b. I-= John ran around the corner twice 

(7a) and (8a) entail (7b) and (8b), respectively. This entailment pattern is 
due to the symmetric nature of the paths determined by the locative PPs, 
across the street in (7a) and around the corner in (8a). In other words, 
symmetric locatives do not refer to the direction of movement. So for (7a) 
to be true, it does not matter which•side of the street John started from, but 
he only had to cross the street walking. Other symmetric PPs with over, 
past, and through follow the same entailment pattern. It is not surprising, 
however, non-symmetric locatives do not follow the entailment pattern. 

(9) a. John walked in/into the room, and came back 
b. It: John walked in/into the room twice 

(I 0) a. John drove to Amsterdam, and came back 
b. It: John drove to Amsterdam twice 

(11) a. John ran in front of City Hall, and came back 
b. It: John ran in front of City Hall twice 

The PPs in (9) and (I 0) are directional locatives, and the PP in front of the 
City Hall in ( I I) is an orientational one. (a)-sentences in (9-1 J) do not entail (b )-sentences. 

1.3. Symmetry-3 

Some locatives require a locative perspective (or locative point of view) to 
get a proper interpretation. Here by locative perspective, we refer to a 
spatial setting which determines a relevant spatial orientation in question. 
For example, across the street in (12a) does not tell us which side of the 
street the subject argument 'John' is located. So we need another point to 
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the pp locates 'John.' The locative Which side of the street context so the utterance place • e on r d b the utterance , ) h 
detertlllfl e may be supp ,e y f e point but not always. (12b s ows 

rspectJV erves as the perspec iv ' x ressed by a from-phrase , 
'reth' o~~:tive perspec~iv\c:t~;i~;/:~~!~e\gint of a movement. ;¥hen 
that e means deno es l"k n in (12c) however, 1rom­
which by i~ modifies a motionthverb ' e;e:t path. Th~s. (12c) does not the same a source pomt of e move denotes . 
phra~e I ative perspective. uire a oc 
reQ • •tting across the street 
(1 2) a. John is s1_tting across the street from here 

b. ~~~~ ':a~1 across the street (from here) 

c. • is through the forest from here 
(1 3) a. The village • nd the corner from here 'h st office 1s arou 

b. r e ~~ s were playing over the wall 
c. ~= lib~ary is past the book store . . 

d. 1 with symmetnc locatives • (13) above give more examp es • N symmetric 
The sen~ences '~ation requires a locativ~ perspecti~e. ~~~ (14b) and 
who~e m_terpre) below do not allow a locative perspective. , locatives m ( I 4 . I 
(15b) are ungrammatJca . 

• • - • front of the car 
(I 4) ~-- ! ~:~~~:~f:!;~n front of the car from here 

(15) a. John is sitting i~i~e the room here 
*John is sitting inside the room from b. 

1.4. Symmetry-4 . with as mmetric locative as in (16),_ we 
When a frequency a~verb1al occ~_s f (I la) is an event-counting ~ead~ng, 

• ht get an ambigmty: One rea '!lg o da . and the other reading is a 
:~~re John's jogg~g happens ~:1~~t!~f ~gtli ~f John's jogging for a day 
path-counting readmg, wher~/ k (16b) shows that separate frequency 
amounts to two turns around _e par ~r either events or paths. Thus three 
adverbials can occur to quantify o; and twice the number of paths. If a 
times refers to th~ number of e;en/ n as in (17), we do not get an event­frequency ad~erb1al refers to a ac JO 

counting readmg. 

• nd the park twice everyday 
(16) a. John~ogs around the park ~times twice a day b . John;ogs arou 

nd h k twice and half.everyday (17) a . Johnjogsarou t epar l . ndhalfeveryday 
b. John swam across the poo twice a 

• th city twice everyday (18) a John drove down into e . --. nd half everyday 
b. * John drove down into the city twice a . 

• • ct· is not available for non-symmell:c 
We note here that path-countmg r~~e~~al occurs with ~ non-symmetnc 
locatives. When a fre9uency a ts (18a) is not ambiguous but has an locative it always quantifies over even . 
event-c~unting reading only. 

·ty· Telic/Attlic Aspect 
1.5. Homogenei • + t the direction of a • • d towards both re,er o Directional prepositwns to an 553 



~ovement, but the reference object of towards does not refer to the goal of 
t(le9bm)oven:ient, whereas that of to determines the goal. Thus (19a) but not 

entails (19c). • 

(19) a. John ran to the post office 
b . John ran towards the post office 
c. John was at the post office 

Hinnd·chs (1985:204, 1986:349) observes the aspectual difference between 
to an towards m the following examples. 

(20) a. Fangs slithered to the rock 
b. Fangs slithered toward the rock 
c. John walked to the library in an hour 
d • *John walked toward the library in an hour 
e. It took Fangs ten minutes to slither to the rock 
f. *It took Fangs ten minutes to slither toward the rock 

Hinrichs: in Vendler's (1967) terminology, classifies (20a) and (20b) as 
rccomf!ltshment ~d a~tivity, respectively, and so the test results in (20c-f) 
n sect10n 4, we w1ll_g1ve lexical semantics of to and towards, and account 

ror t~e aspectual difference by semantically characterizing a class of 
ocat1ves which denote a homogeneous path. 

2. The Natural Logic of Space 
2.1. Mereological Primitives 

Our logic of sp~ce is based on the primitive notion of region which enables 
u~ to treat locative PPs ~s denoting predicate modifiers represented in terms 
o properties a~d relations _over re~ions. Locative PPs now sup I such 
rele1ant propert,e~ and r~la~1~ms for its compositional interpretatio~. YBased 
on_ t es~ ontolog,cal pnm1t1ves, we define other notions like path and 
onentatlon. 

h 'Ye start_ with a mereological space I structured by the primitive part­
to-~ o e relat10n c;;;;. The elements in I are called regions so I is the set of 
reg10ns. • 

(21) The space <I. c;;;;, 0, Betwem, Neaa>: 
a. I : The set of regions 
b. 0: The special element (the empty region) 

For any region AEI, 0,;;;;A 

c. c;;;;: Bin~ part-to-whole relation in I 
•Reflexive, transitive, and antisymmetric: Partial order 

d. Belwem Ternary betweenness relation in I 
•Transitive: 1 If Belween(X, Y, Z) and Between(Z, Y, lJ), 

then Belween(X, Y, lJ) 

1 The_ transitivity axioms ~or Belw~and ~are given in the same format: 
That IS, for a ternary relat10n R, R 1s _n:a1:s1t1ve iff if R (X, Y, Z) and R (Z, Y, 
}D• th_en R (X, Y, U). But_ the trans1t1v1ty axiom could be given in other 
orms. For example, Tarski's (1959) axiom is the following· 

Belween(Y, X, Z) and Belween(U, Y,Z), then Between(.Y, x, U). 
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•Symmetric on 2nd-3rd arguments: 
BelwW1(X, Y,Z), then Bctween(X,Z, Y) 

e. Neatr. Ternary relative nearness relation in I 
•Irreflexive: -,l'eaer(X, Y, X) & -,J'eaer(Y, X, X) 
•Transitive: If Nea-er(X, Y, Z) & Neaer(Z, Y, U), 

then Neaa-(X, Y, U) 
•Asymmetric on 1st-3rd arguments: 

IfNea-er(X, Y, Z), then -,J'eaer(Z, Y, X) 

(Zl) introduces two primitive ternary relations among regions, which 
impose geom~tric structure~ <?n the space I. Fi~st, the _betweenness relati_on 
(J3dWe61) is given as transitive and symmetnc on its second and th1rd 
arguments, and Belween(X,Y,Z) is intended to mean "X lies between Y and 
z " The other ternary relation, Neaa- (X, Y ,Z) is intended to mean "X is 
n~arer to Y than Z is," and it is given as irreflexive, transitive, and 
asymmetric on its first and third arguments.2 

Tarski's (1959) axiom system for Elementary Geometry introduces a 
ternary primitive relation, betweenness, and a quaternary primitive relation, 
equidistance_ (AB=CD: '.'A is as dist~t f~om Bas C is fr<?m ~-"). Our 
formalism with the relative nearness 1s ncher than Tarski's, smce the 
relative nearness relation can easily define the equidistance relation. 
Robinson ( 1959) shows that it is impossible for one or more binary 
relations to serve as the primitive notions in Euclidean geometry. Thus the 
ternary nature of spatial relations reveal that the space is more complex than 
the temporal domain which is usually characterized by the binary relations, 
precedence and overlap relations (e.g., Kamp 1979; van Benthem 1983). 

2.2. Path Structure 

Meanings of the spatial expressions in English can be categorized into two 
groups: (i) movement-directional, and (ii) stative-locational. Movement­
directional meaning emerges when the sentence describes change of 
location, and stative-locational meaning is identified when an event takes 
place in a stative context without changing location. Our logic accomodates 
this contrast in terms of path and orientation. 

Path is one of the basic concepts discussed in the literature on spatial 
language and it is claimed to be a crucial notion in perception/cognition of 
movement or journey, and it is one of the main cognitively motivated 
devices for representing changes of location (see Miller and Johnson-Laird 
(1976), Cresswell (1978) and Jackendoff (1983, 1990) among others). We 
define a path as a sequence of regions. The notion of path we are interested 
in here is not of course a physical one but an abstract one. The same 
physical path then can be represented as different abstract paths: If John 
flew from Seoul to Hong Kong and then to Amsterdam, John's path can be 

2 Euclidean primitives--point and line--can be defined in terms of atomic 
regions and betweenness relation as follows: (Def. -1) A non-empty region 
A is an atomic region if there is no region B;c0 such that Bc;;;;A but B;t:A; 
(Def.-2) Let A and B be any distinct atomic regions in I. Defme LAB, the 
line determined by A and B: LAB =df. {XEII Xis an atomic region and 
either X=A or A=B or Between (A,X,B), or Between (X,A,B), or Between 
(B,A,X)}. 
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represented either as <Seoul, Hong-Kong, Am,terdam> or as <Seoul, 
Am,rerdam>. The abstract notion of path now lacks the continuity of 
physical movement (or geometric lines). This is what renders our semantics 
of space sufficiently elegant as to interpret spatial expressions. 

We define Path Structure as a set of paths which are partially ordered 
by the subpath relation. Paths are defined as sequences of regions, which 
are time-free. A sequence is a function with a domain of natural numbers 
from zero through some k, represented as [O, k] in (22). 

(22) Path Structure: <II(I), (;;;, +>: 
a. Il(L): The set of paths in a local space I . 
b. A path 7t is a sequence of regions, i.e., 7tE[[0, k]➔L] for some 

kE N, where [O, k] ={nE NI o::;;n::;;k}, and satisfies the following: 
'v'1tEil(L), and 'v'iEDomain(7t), 1t(i- l) ct. 1t(i) er. 1t(i+l). 

c. (;;;: Binary relation (subpath) between paths defined by: 
Let 7t and 1t' be paths, then 1t' is a subpath of 1t, 1t'(;;;1t, if 
(i) Domain(1t1)(;;; Domain(1t) and Range(1t') c Range(1t), and 
(ii) there is some iEDomain(1t) such that 

1t'(O) = 1t(i) and for all jEDomain(1t'), 1t'(j) = 1t(i+J). 

d. +: Concatenation function in [Il(I)xll(L)➔Il(L)] defined as: 
Let 7t and 1t' be arbitrary paths with Domain(7t) = [O, n] and 
Domain(1t') = [O, m] . The concatenation of 7t and 1t', 1t+1t' , 
is defined by: 

{
1t(k) 

1t+1t'(k) = 1t(k) = 1t'(O) 
1t'(k-n) 

1f0::;;k<n 
if k = n 
if n < k::;; n+m 

(22b) imposes a general condition on the path structure which is 
linguistically motivated by the following sentences: 

(23) a. * John drove from Amsterdam to the Netherlands 
b . *John drove from the Netherlands to Amsterdam 

The locative PPs in (23a) and (23b) make the sentences meaningless since 
they fail to refer to a legitimate path. Thus we want to rule out paths such 
that some region in the path-sequence is included in the next region of the 
path, or vice versa. There is no path in TT (I) like the following: 
<Am,terdam, Netherlands> or <Netherlands, Am,terdam>. 

From the definition of subpath relation, we can prove the relation is 
reflexive, transitive, and antisymmetric. Also notice that the concatenation 
function is not a total function, i.e., for some path 7t and 1t', (1t+1t') is not 
defined. This is due to the condition given in the definition, i.e., the last 
region of 7t and the first region of 1t' have to coincide, i.e., 1t(k) = 1t'(O). In 
other words, concatenation of 7t and 1t' exists iff the goal of 7t and the 
source of 1t' are identical (goal and source are defined below). 

(24) Definitions: 
Let 7t be a path with Domain(1t) = [O, k], then 
the goal of re, 7tg, is rc(k); and the source of 7t, 7ts, is 1t(O). 

Now we define a very special relation between paths- converse relation. 
For all paths 7t, we have a path which reverses the ordering of 1t. We 
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define: 

(25) Deft~~~: be a path with Domain(1t) = [O, k], then 
rc-1, the converse or 7t ( or 111t-converse") is defined by: 

Domain(n-1) = [0, k], and 
for all iEDomain(n-1), n-l(i) = rc(k-i). 

8 the definition, rc- 1(0) = 1t(k), n- 1(k) = rc(O), i.e., the source ofn-1 is the 
y I of 7t and the goal of rc- 1 is the source of 7t. We crucially rely on the 

go~on of path-converse for the semantics of symmetric locatives and some 
~iecial adverbs/verbs like back and return. 

We note two advantages of our semantics of path: (i) our notion of 
ath is not temporal, so paths are introduced as purely spatial entities; (ii) it 

Ps flexible enough to accommodate cyclic paths that allow some regions can 
~cur more than once in a single path. 

The intuitive notion of path involves a movement of an object. Now to 
represent the notion of movem~nt 1;hrough a__path, we introd~ce a pre?icate 
TRA y which is a ternary relation m IExTTQJx1', where IE 1s the universe 
of individuals, Il(L) the set of paths in the local space L and 1' the set of 
time intervals. Informally, TRA V(x, 7t, 1) means 'x traverses the path re 
during the interval T.' Here 7t is a sequence of regions with its domain in 
natural numbers, N, and T a linearly ordered set of time points. In order to 
define this predicate formally, we use the function ®E[(lEx1')➔LI which 
assigns a unique regio~ to _each individual object at an interval. Thu~, for 
some object x, and a time mterval T, ®(x)(T) denotes the region which x 
occupies during the interval T. Now formally, 

(26) Definition: 
TRA V(x, 7t, T) is True iff there is an "order-preserving" map µ 
from Range(7t) to T such that for all i E Domain(1t), 
INTR(®(x)(µ(rc(i)), 1t(i)) . 

We take an interval T as a linearly ordered set of time points, but the domain 
ofµ is not an ordered set but a sequence (functions from KcN into I). 
Thus we use the term "order-preserving" in a special sense defined as 
follows: 

(27) Definition: 
For a path 1t and an interval T, a functionµ from Range(7t) = 
{1t(i)I i EDomain(1t)} to Tis order-preserving iff 
for all i,jEDomain(1t), if i ::;;j, then µ(1t(i)) ::;;T µ(1t(j)) and 
µ(1ts) = OT and µ(1tg) = lT. 

An interval T is ordered by the precedence relation (::;;T), and the least 
element of T, ~. refers to the initial point of the interval T, and the greatest 
element 1 T refers to the terminal point of T. The TRA V relation will be used 
to interpret sentences referring to a path and a movement. For example, 
John ran into the house will be interpreted to be true iff 'John ran' and 
'John traversed the path re, i.e., TRA V(iohn,rc,T), such that the source of 
the path is outside the house and the goal is inside the house'. 

2.2.1 Theorems on Path Structure and Relations 

Given the Path Structure and the relation TRA V, we can account for some 
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general entailment patterns ind d b . 1 illustrate an entail t buce y spatia expressions. (28) and (29) 
regions. men pattern ased on the part-to-whole relation between 

(28) a. John came from Seoul entails 
b. I= John came from Korea (given Seoul is in Korea) 

(29) a. John drove from Paris to Amsterdam entails 
b. I= John drove from Paris to the Netherlands and 
c. I= John drove from France to the Netherlands 

The PPs in (28) and (29) determine a ath t . 
region, and part-to-whole relation hofcts b;~:e~~g to a source or a goal 
Toth us (28a) and (29a) entail (~8b) and (29b-c), respe~~~~!/%~f;~~:.V~~cg. 

eorem accounts for the entailment. 

(30) Theorem- I: 
For all paths 7t and 1t', and intervals T TRA V(x 7t T) • 1· 
TRA V(x 1t' T) ·f d , ' , , imp 1es . . , , , i 7t an 7t satisfy the following: 
(!~ 7t 1s a path sue~ th~t Domain(1t) = [0, k] and 
(u) for some O $ 1 $J $ k, and a region RE~ 

URan~e(7t[iJ]) \:: R, and 1t' is defined as follows· 
Domam(1t') = [0, k-(j-i)], and • 

{
7t(n) ifO $ n < i 

1t'(n) = R if n = i 
1t(n-(j-i)+ 1) if i < n :c; k 

(31) Notation: 

For 71: a path with the domain of [0, k], and for some o < i < j < k 
1t[iJ] 1s a s~bpath of 1t defined by: - - - ' 

Domam(7t[iJ]) = {0, ... ,()-i) }, and 
1t[i,;J(n) = 1t(n+i) for all nEDomain(7t[i,;]) 

Let us now consider (32) and (33) belo;_, where h · 
(~~~~~). the notion of "subpath": (32a) entails (3ib~c),n!~iJ(;~~f!~~:i: 

(32) a. :Jteflw from Los Angeles to San Diego, and then to Las Vegas 
b. o n ew from Los Angeles to Las Vegas and 
c. l=Johnjlew from San Diego to Las Vegas 

(33) a. :hn drove through the forest from here to the village entails 
b. John drove from here to the village 
c. l=John drove from here (through the forest) 
d. l=John drove (through the forest) to the village and 
e. l=John drove through the forest 

~e ;~:;!~~~ i~f i; anT~bj~c~1traverset a path 7t, then it must have traversed 
pattern. • e o owmg t eorem accounts for the entailment 

(34) Theorem-2: 
Let 7t and 1t' be paths such that 1t' is a subpath of 7t 
If~ V( x, 7t, 1), then 1RA V( x, 7t', l') for some T • 
a subinterval of T. 
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2_3 Orientation Structure 
tural language expressions refer to spatial _orientations to locate some 

Na_ t in the space, so for example, the PP m (35) refers to the front­
obJectation of the car to locate the subject argument 'John.' 
onen 
(3S) John is sitting in front of the car 

Thus the sentence is true only if John's region is on the front-orientation of 
th car. Roughly, the front-orientation of a car can be characterized as a half 
ax~s moving out from t~e ca~ in th~ direction ~o its front p~. That is, _we 
take orientations as spatial obJects hke rays which have a designated region 
(==Origin) and a dir~ction._ Rays, in thei~ geometric sense, are coll~ctio~s of 
atomic regions. Or1entat1~n Structure 1s defined as the set of onentat1ons 
with the containment relation (\::Ill between them. 

(36) Orientation Structure: (R(L), \::R>: 
a. R(D: The set of orientations in a local space L 
b. \::a: Binary relation (containment) between orientations. 
c. An orientation pE R(L) is a linearly ordered set (p, <) 

of atomic regions such that 
(i) there is a unique least element (Origin(p)), 
(ii) there is an atomic region XEp such that for all atomic 

regions Y EL, YEP iff either Bel.wWJ. (Y, Origin(p), X) 
or Bel.wWJ. (X, Origin(p), Y), and 

(iii) for all atomic regions X, YEP, 
X < Y iff Neaa- (X, Origin(p), Y) 

The linear order for an orientation is intended to be the relative distance 
relation from the origin of the orientation, as defined in (36c.iii). A linear 
order is total, irreflexive, asymmetric, and transitive. The betweenness 
condition given in (36c.ii) guarantees that for any orientation p, there is a 
line such that all the atomic regions in p belong to the line. Orientations will 
be used to interpret symmetric locatives as well as orientational locatives. 

Object internal properties determine their intrinsic orientations, e.g., 
front/back, top/bottom, left/right, and in/out orientations. We claim here that 
such objects get their intrinsic orientations due to their different parts. In 
other words, if an object has inherent front and back parts, it can be 
assigned front/back orientations determined by them. For example, a car 
has an inherent front part, no matter how it is determined (whether it is 
determined by the normal direction of movement or by a formal 
characteristics of its front part), so we can assign front or back orientation 
to it. In other words, we think of intrinsic orientation as a derived concept 
from parts of objects. The following illustrate different primitive functions 
partitioning an object into different parts. For instance, PfrontCthe car) refers 
to the front part of the car, and so on. These functions are partial since 
objects may lack some (or all) of the intrinsic orientations. 

(37) Prront(X), Pback(X), Ptqp(x), Pbottom(X), P1eft(X), Pright(X), 
Pinside(X), P outside(X), P center(X) 

Now we define orientations as determining a ray with an origin and a 
drrection in terms of parts of objects (equivalently, a linearly ordered set of 
minimal regions with a least element), and such orientations are given as a 
function from pairs of an object and a time interval to rays, i.e., 
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[lEx1']4R(L), where lE is the universe of individuals, 1' a set of intervals, 
and R(L) the set of orientations in I,. 

(38) Orrnn1(x,t) is an orientation p such that 
Origin(p) = ®(PcenterCx),t) and 
p intersects ®(Pfron1(x),t), i.e., pn®(Pfron1(x),t) ;t:0. 

(39) nback(X,t), nup(x,t), Octown(X,t), n1en(x,t), Qrigh1(x,t) 

Each function assigns an orientation to an object at an instance, and the 
orientation has its origin at the center of the object and intersects its relevant 
part. In front of the car, for example, involves the front orientation of 'the 
car', Qfront(the car,t), which is a linearly ordered set of minimal regions 
with its origin at the center of 'the car' and directed to its front side. The 
following illustrate some objects with their intrinsic orientations: 

( 40) man, car. Top/Bottom, Front/Back, Right/Left, In/Out 
telephone: Top/Bottom, Front/Back, In/Out 
vase, boulder: Top/Bottom, In/Out 
tree: Top/Bottom 
rocket. Front/Back 
box, ball: In/Out 

Finally we define a binary relation INTR ("intersection") between regions 
and extend it to hold between a region and an orientation. 

( 41) Definitions 
a. A region A is called an intersection of all elements of a set R of 

regions (nR) if A is non-empty part of each element of Rand if 
there is no region B such that B is a part of each element of R and 
A is a proper part of B. 

b. Regions A and B intersect e~ch other, INTR(A, B), 
if there is an intersection of {A, B }. 

c. For X a region and pa set of regions, INTR(X, p), 
X intersects p, iff there is a region AEp such that A~. 

( 41 b) defines INTR relation to hold between regions, and ( 4 lc) extends the 
relation to hold between a region and a set of regions. Thus a region may 
bear the INTR relation to either an orientation or a path. 

2.3. Two General Interpre1ative Rules 

Based on the formal structures of paths and orientations, we now interpret 
locatives with a couple of rules general enough to fit the different locative 
PPs. Following the general dichotomy of movement vs. stative readings of 
locatives, we interpret locatives as denoting paths or orientations. A path is 
associated with a movement reading induced by a motion verb, and an 
orientation is associated with a stative reading induced by a stative verb. 
The first rule in ( 42) is for interpreting sentences with a motion verb and a 
locative PP, which naturally induces a path that an object traverses. 

(42) Semantic Rule-I: 
Form a one-place motion verb, andf an extensional locative 
modifier, interpret the VP m+f, the concatenation of m andfby: 

f(m)(x) iff m(x) and TRA V(x, 7tf, T), 
where 7tf is a path determined by f 
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Different locatives determine different paths. For example, into the library 
fers to a path whose source is a region outside the library, and whose goal 

~ea region inside the library, and over the fence refers to a path whose 
1~urce and goal are on the opposite sides of the fence, etc . Thus, John 
sumped over the fence is true if and only if 'John jumped during a past 
kterval T and John traversed the path from one side of the fence to the other 
during T.' 

Toe second rule in (43) is for interpreting sentences with a stative verb 
and a locative PP, so their interpretations do not involve a change of 
location. 

( 43) Semantic Rule-2: 
Fors a one-place stative verb, andf an extensional locative 
modifier, interpret the VP s+fby: 

f(s)(x) iff s(x) and INTR(®(x), Pf) 
where Pf is a an orientation or a region determined by f 

Orientational locatives like in front of the house determines an orientation 
(front/back, left/right, top/bottom), and sometimes the orientation is an 
intrinsic one of the reference object: That is, in front of the house refers to 
the intrinsic front orientation of the house. Due to ( 43), John is sitting in 
front of the house is true just in case 'John is sitting and John's region 
intersects the front orientation of the house.'3 

3. Symmetric Locatives 

Symmetric locatives include PPs with across, through, over, around, and 
past, and their semantics crucially involve betweenness relation. In section 
1, we noted some semantic facts revealing the nature of symmetric 
locatives. This section proposes lexical semantics of across and through, 
then characterizes semantically the class of symmetric locatives. Now ( 44) 
and ( 45) are instantiations of Semantic Rule- I, and define the meaning of 
across and through as a unary preposition. 

( 44) across a: 
For m a one-place motion predicate, and for a a noun phrase 
denoting an individual, interpret the one-place predicate 
m+across+a, as follows: 

(across(a))(m)(x) = 1 iff m(x) and TRA V(x, n, T), 
where Betwem(®(a), n 5, ng), and for some tET, 
ON(®(x,t), ®(a,t)) 

3 Locatives may refer to an orientation which is not an intrinsic one of the 
reference object. For example, John was sitting across the street contains a 
symmetric locative which do not refer to an inherent orientation of the 
street, _but the PP requires a locative perspective (point of view) to 
de~er:mme a relevant orientation. See Nam (1995) for a formal treatment of 
deictic locative perspective. 
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( 45) through: a: 
Form a one-place motion predicate, and for a a noun phrase 
denoting an individual, interpret the one-place predicate 
m+through+a, as follows: 

(through(a))(m)(x) = 1 iff m(x) and TRA V(x, 7t, T), 
where Bet.wem(®(a), 7t5 , 7tg), and for some tET, 
IN(®(x,t), ®(a,t)) 

The only difference between across and through defined above is their last 
condition on the intermediate location of the moving object: ON(®(x,t), 
®(a,t)) for across a and IN(®(x,t), ®(a,t)) for through a. Thus, across 
requires the object x to be "on" the reference object, whereas through 
requires x to be "in" the reference object. The following examples illustrate 
how those PPs are interpreted in a sentence, and we see that ( 46) entails 
'John was on the street,' and ( 47) 'John was in the tunnel.' 

( 46) John ran across the street is true iff 
for some interval T <mw, run (john)(T) and TRA V (john, 1t, T) 
for a path 7t where Bet.wem(®(the street), 7ts, 7tg) and 
for some tET, ON(®(john, t), ®(the street, t)). 

( 47) John drove through the tunnel is true iff 
for some interval T<mw, drive(john)(T) and TRA V(john, 7t, T) 
for a path 7t such that Bet.wem(®(the tunnel), 7ts, 7tg), and 
for some tET, IN(®(john, t), ®(the tunnel, t)) . 

In the previous section, two general interpretative rules are given for 
different types of locatives combining with motion verbs and stative verbs. 
Now we account for the symmetry effects illustrated in 1.1-1.4 by 
identifying some unique characteristics of the semantics of symmetric 
locatives. We characterize symmetric•locatives as ones determining a set of 
paths which is closed under "path-converse" relation. That is, if a path 1t is 
determined by a symmetric locative/, then 1t-l is also determined by f 

( 48) Definition: Symmetric Locatives 
For fa locative modifier,/ is a symmetric locative iff 
f determines a set Ilf of paths such that V1tEilf, rr- 1 Eilf, 
i.e., Ilf is closed with respect to "path-converse" relation. 

For example, as we see in ( 46), the PP across the street determines a path 1t 
such that Bet.wem(®(the street), 7ts, 7tg), and since Bet.wem is symmetric on 
second and third arguments, Bet.wem (®(the street), 7tg , 7t5 ) . Then by 
definition, 7ts = 1t- 1g, and 7t_g = 1t-1s, and so Bet.wem (®(the street), 1t- 1s, 7t­
l g) - Therefore, the same PP also determines 1t- l, thus symmetric. This 
definition now identifies the class of locatives which induces the symmetric 
effects illustrated in 1.1-1.4. 

4. Directional Locatives and H>mogeneous Paths 
Prepositional phrases with to, from, into, out of, and towards are called 
directional locatives, which indicate directions of movement by referring to 
the source/goal of a path. Thus, to, into, and towards refer to the goal of a 
path, but from and out of refer to the source of a path. To and from are 
semantically more basic than into and out of in the sense that the latter not 
only specifies the goal/source of a path but indicate the goal/source are in 
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. • of a reference object. The following entailment patterns 
. tenor region 

the in te the difference. 
iJlustra -1 Cindi walked to/from the market does not enta1 
( 49) a. l;t Cindi was in the market 

b . 
Cindi walked into/out of the market 

(50) ~-- I== Cindi was in the market 

entails 

trast supports the intuition that, unlike out of,from takes a referei:ce 
The con • t abstracted from a volume or an area. The followmg 
object asb at po;~from and out of in (51-54) also suggests that out of takes 

ntrast e we . . . 1 . . • 
co biect as a container with a non-tnvia mtenor region. 
a reference o J 

(5l) a. The prisoner escaped from his t;uards! 1 
b. *The prisoner escaped out of his guards. 

His friend saved him_ from a lion_ 
(52) a. h if l b . * His friend saved 1m out o a ion 

(53) a. He guards his master from ~~emies_ 
b . *He guards his master out o1 enemies 

(54) a. / put the book out of the box 
b. *I put the bookfrom the box 

A mentioned in 1.5, to and towards induce a difference in aspectual 
in~e;~etation: telic vs. atelic. Thus, in Hinrichs (1986), (55~) and (55b~ ~e 
classified into Vendler's classes of accomplishment (tehc) and act1v1ty 
(atelic), respectively. 

(55) a. Fangs slithered to the rock 
b. Fangs slithered toward the rock 

Now Jet us define the lexical semantics of to and ~owards, and 
characterize their semantic difference in terms o~ homogeneity of paths: A 
locative pp with to, as defined in (56), determmes a s~t of paths which 
share a specific goal region denoted by the r~f~renc~ obJect. :mus, d~e to 
the semantic rule-1, we interpret the PP combmmg with a motion pred1ca~e 
as in (57), and this interprets the sentence John ran to the post office as m 
(58). The truth conditions in (58) guarantees that the sentence entails (59). 

(56) 

(57) 

(58) 

to a: determines a set of paths 7t such that 
7tg = ®(a) and 1tgn1t5 = 0. 
Let m be a one-place motion verb, and a an NP denot~g 
an individual, interpret the VP m+to+a, the concatenation of m 
and the PPto a, by: 

(to a )(m)(x) iff m(x) and TRA V(x,1t,T) 
where 7tg = ®(a) and 1tgn1ts = 0. 

John ran to the post office is true iff . 
there is an interval T <mw, and a path 7t such that ran (john, T) 
and TRA V(john, 1t, T) where 7tg = ®(the post office) and 
1tgn1t5 = 0. 

(59) John was at the post office 
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D • • I locatives with towards get interpreted quite differently !fect10na • · d h 
from those with to. First of all, afPthP with towardsb, hk~ tow1 ar s ~fie pthost 
office, does not refer to the goal o_ e movement, 1:t s1_mp y spec1 1es e 
direction of the movement: That 1s, the movement 1s d1rected toward the 
post office. In other words, ~e distan~e from th~ movi~g object to the P?St 
office is continuously decreasmg. We mterpret this then m terms of "relative 
nearness" relation. Thus, towards a is interpreted as determining a path 
defined as in (60). 

(60) towards a: determines a path 7t such that for all i '.5.j EDomain(1t), 
Neacr(nU), ®(a), n(i)) . 

(6 I) John ran towards the post office is true iff 
for an interval T <mw, and for a path 7t, 

ran(john, T) and TRA V(john, 7t, T), where 
for all i '.5.j EDomain(1t), Neaer(n(J), ®(the post office), 1t(i)). 

Then, Semantic Rule-I interprets the sentence in (61) as given, and we can 
see that the sentence does not entail (59) John was at the post office. 

Now the difference between to in (56) and towards in (60) can be 
identified in terms of ''homogeneous" paths defmed below: 

(62) Defmition: Homogeneous Paths 

For/a locative PP,J determines a homog_eneous set ITrofpaths 
iff V1tEilf, if1t' is a subpath ofn, 1t'Ei1f, 
i.e., Ilt is closed with respect to "subpath" relation. 

From the definition (62), we see that the PP towards the post office 
determines homogeneous paths, but to the post office does not. As we 
mentioned earlier, Hinrichs (1985) adopts Vendler's (1967) temporal 
c~teria (continuity vs. punctuality and homogeneity vs. heterogeneity) for 
his four verb classes, and he characterizes the difference · between to and 
towards in terms of temporal heterogeneity/homogeneity: Hinrichs gives a 
lexical account of the aspectual difference with the notion of spatio-temporal 
location and Carlson's ( 1977) dichotomy of stage level and individual level 
predicates. Hinrichs paraphrases Vendler's ( 1967: IO I) ideas as follows: 

"Since doing something for x amount of time means doing 
something during most if not all subintervals of the interval x, 
sentences such as (61), which refers to atelic events or 
activities, can be characterized as being temporally 
homogeneous .... 

To do something in x amount of time, on the other hand, 
means to do something at some unique interval within x. Since 
telic events or accomplishments can be modified by temporal 
in, they, in contrast to activities or atelic events, can be 
described as being temporally heterogeneous, ... " (Hinrichs 
1986:349) 

Vendler characterizes the difference in terms of temporal heterogeneity vs. 
temporal homogeneity, but here we associate the aspectual difference with 
the difference among paths that the locatives determine. The parallel 
definition given in (62) reveals an intuitive correspondence between the 
temporal homogeneity of events and the spatial homogeneity of paths. 
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We can show that, due to the ho!11ogeneity of the paths determined by 
d . the post office, the interpretation m (61) above 1mphes the temporal 

towa~ ~neity of the event: That is, if the sentence 1s true for some past 
homrvft T<oow, then for most if not all subinterv_als T' of T, the sentence 1s 
inte But we can notice quickly that P_Ps with to do not detcrmme 
true. eous paths and so the mterpretat1on of (58) John ran to the po~t homogen , . 
office does not imply temporal homogeneity of the event. 
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Pretation of Verbs 
'(be Jnter 

ed approaches like the one of Krifka as well as_ the index-based approach of 
t-bas characterized by the fact that there are only minimal differences between the 
yl a~e 5 of verbs in the lexicon. In Krifka's approach all non-stative verbs are basically 

tation h h • d b h • 1 • f f . of events, P(e), t at are c aractenze y avmg cumu at1ve re erence. I the 
_cates p applies to an event e and also to an event e', the sum (join) e u e' of the two 
catetisfies the predicate as well . According to Verkuyl, the class of non-stative verbs is 
ts saized by having the feature [+ ADD TO]. At the formal level this feature is represen­

te~ index-argument i plus some further conditions on i that have to do with the way 
::i:h elements of the set denoted by an argument NP are correlated with the indice 

ture generated by the verb. 
SUUC A consequence that is common to both approaches is that the notion of an aspectual 
c)aSS as it has been used e.g. by Vendler, is not applicable to the verbal level but only, if at 
all t~ higher levels, for instance, the VP-level. This is in contrast to the approach of Dowty 
who applies the notion of aspectual class already to the verbal level. 

From what has been said so far it follows that there is no distinction between non­
stative verbs. Differences at the VP-level must consequently be attributed to differences with 
respect to the semantic properties of the argument NPs. Suppose that from an aspectual point 
of view there are basically two types of NPs. First, there are NPs that have cumulative 
(homogeneous) reference like bare plurals (apples) and mass NPs (water, ice), whereas the 
second class is characterized by having quantized (heterogeneous) reference. To this class 
belong NPs like.five apples, at most five apples and more than five apples. Consequently one 
should expect that at the VP-level an expression can be distinguished by the fact of whether 
it has an internal NP with cumulative or with quantized reference. Consider the following ex­
amples. 

(I) a. John ate an apple => terminative 
b. John crossed the street => terminative 
C. John pushed the cart => durative 
d. John walked => durative 
e. John pushed the cart to the station => terminative 
f. John walked three miles => terminative 
g. John hit Mary => terminative 

A sentence is said to have a terminative interpretation if it is possible to modify it with an 
in-adverbial, whereas the interpretation is durative if the sentence can be modified by a for­
adverbial. 

The NPs occurring in the sentences can all be said to be [ + SQA] in the sense of 

1 I would like to thank Yoshiki Mori for his helpful comments and suggestions. 
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V"koy/ o, to have qoantized <efe,enee in the sense of K,i/ka. Conseqoent/y any d/ffi 
In 'Spectoa/ beha,/00< cannot be attriboted to a dlffe,enee In the semantic propertie, ; 
NPs. Fo, Kdlka, the difference between (Ja,b) and (k,d) ean be explained as ad;; 
with <espect to the thematic celations that are assigned to the acgument-positlons of thee 
These relations ha,e diffecent properties that are aspectuaJJy cele,anr. Io the le/ 
(tcansiti,e) ,e,b is not simply a predicate of e,ents, l.eP(e), bot ,athe, has the fon,, gi: 
(2). (0, and 02 are thematic relations like Agent or Patient.) en 

(2) "-YAXAe[P(e) /\ 0i(e,x) /\ 0i(e,y)]2 

The diffecence between ,e,bs like eat and ''""• on the one hand, and ve,bs like PUs! 
walk on the othe, eao then be explained in the following way. The pmpert/e, of the diffe 
thematic <elations indoce an asymmetry between the different a,-gument positionsc the,. i 
distinction between those arguments that are incremental and those that are not. s 

eat(y)(x), cross(y)(x) ==> y is incremental 

push(y)(x), walk(x) ==> neither x nor y are incremental 

foerementality is defined as grndoa/ity of the thematic rn/e which in tum is defined by tw 
mappings between the object and the e,ent-<lomain and uniqueness of objects (see l<rir. 
ka(92)) fo, details). If aa a<goment position is ioerementa/, there w/1/ be a trnnsfe, of refe"• 
tial prnpert/es from the a<gument NP to the whole exp,e,sion (mostly the VP). Note that the 
addition of thematic relations to the tep,esentation of a ve,b does not change its tefetenti• 
prnpertles. An expression of the fonn given in (2) is still eomulative because all them,r;, 
relations a,e assumed to be sommative soeh that if the wedlcate applies to an event e attd 

objects x,y as well as to an e,ent e' and objects x',y', then a, and a, apply to the joins , u 
,• and y u y' of x, x' and y, y', tespeetively, as well. The mason why the difference wi~ 
respect to the pmperties of thematic relations is pot taken as an aspeetual difference ;, thru 
only the referential pmperties of the whole express/on are taken Into eonsiderntion and in this 
respect there is no difference between verbs like eat and push, as was just shown. Thus it 

1 seems that lvilka ean aecount foe the difference in aspeetual behav/ou, of the sentence, io 
(( a,b) as opposed to the sentences in ( e,d). Yet the,e remain at least the following thre, problems. 

(i) In an intuitive sense mbs like push and walk are g,adoaJ in a way simila, to eat and 
cross and are opposed to verbs like see or love. EmpiricalJy this difference is manifested in 
the diffe,ent behavlou, with respee, to the pmg,essive. Whe<eas John i, wa/Hng o, John i, 
pushing the cart are perfectly acceptable, it is not in genera] possible to use the progressive 
with see or love: * John is seeing Mary and * John is loving Mary. 

(ii) Aeco,dlng to the aaa/ysls gl,en above, grnduality of one thematic mle Is a necessary 
condition for a VP to have quantized reference (i.e., to be terminative). But the example in 
(Jg) shows that this Is not correct. A ve,b like hit is not gcadual, Yet sentence (I g) ls 
terminative. (Below it will be shown that the notion of graduality is even inadequate to 
account for the aspectual behaviour of verbs like eat; see section 4.) 

2 

Krifka does not bind the two nominal arguments x and y by A-abstraction but treats them as free variables. 
Thi, leads to problems, as pointed out by Verkuyl; sec Verkuyl(93) , section 11.4. 
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d" fnouished from verbs like eat by 
verbs like push an~I wal\ ~iw :~:s: verbs can be distinguished from nting that I s there is the pro em o 

Gra tant ro e ' • k h and walk onlY cons love or be ill. . what sense exactly are verbs II e µ_us 
rbs like kle problem (1) . In f II . g two sentences given m (3). ve first tac ? Consider the o owm Lei us d to, say, see. 

oppose 
as . t 

k d for two mmu es. 
John wal Me y for two minutes. 

a. h saw ar k. 

Jo n d • the period of wal mg, 
b. e Is something wh/eh constantly '~~g;~e ::! does not hold If Joho 

case of (3a) the[or position) of the su?Ject, i.e.,h~\ c.an be taken to represent a change 
I the locauon period. Once Mary is seen, w ic f her there is no further change 
Y;_,. fo< the same awace of Mary to "'.' bemg aware o Joh; ean become aware of the 

~n's not be<::!Jng aware of this obJ"L (Of ~ui'~ese <ep<esent Mferent kinds of 
spcet to h>S nd of many othec thmgs. u h that Is brnught abo"1 at the re f Mary's eyes a h other hand, the kmd of c ange 

r o !king on t e lk. g b 
ges.) For wa 'h n John continues wa m • . h way that non-stative ver s • g still holds w _e . can be interpreted m sue a • nrn nsiderat1ons 

The above co t to one of their arguments. s changes with respec 

espres change with respect to y 
eat(y)(x) => change with respect to x 
cross(y)(x) => change with respect to Y 

• push(y)(x) :; change with respect to x 

walk(x) - . h effected by the verb 
• • • t to which a c ange . . 

• hanged? The quantity with respec hrases that give an indication as to What exactly is c licit but there are parap 
rs is in most cases not exp_d 'the following pairs of sentences. OCCU h e Cons1 er what undergoes a c ang . 

(4) a. The colour of John's hair changed. 

John dyed his hair. . . Dollar. (The price of gold rose by one Der Preis des Goldes st1eg um emen 
b. 

(5) a. 

dollar) • d became more expensive) 
Gold verteuerte s1ch. (Go! I d but now it is in Los Angeles. b. d t be in Mary an (6) a. My home use o M land to Los Angeles. Barbara moved from ary 

b. The colour of the wall is now blue. 
Cl) :· John prunted the wall blue. . 

• as shown by the paraphrase m h • r that undergoes a change, . . h rice of the gold 
In (46) It Is the colo"' of te ,:;,., a prnperty of the ha/<. In (5;) ~l ",~;~Jes of the latte<. 
(4a). The eolo"' ean be." en nnec ean be lnteq,,eted as one o t e p. to these data, one 
~• chaoged, where agarn the ;o d In the two remaining eases. Aeeoro,,' oes a change In 
A s/m/lac a<gument ean be ad u;:ne object denoted by the mb that u:; ,tat fo, dlffmnt 
"" daim that ,t " a prnperty o this prnperty has a pactteulac "'"' a of this value. Fm 
~e sense that at eaeh mome~tlferent. A mb denote., then a change/ uc whereas walk 
moments the values can be I f value with respect to co O '. 

example the verb dye denotes a chantg ethoe location (or position) of an obJect. ' • h espect o denotes a change of value wit r 569 



The notion of a property must be understood in a broad sense, including also 
may be called aspects or roles of objects. Consider the following three examples. 

(8) a. 
b. 
C. 

John read a book. 
Mary peeled the apple. 
John was elected president. 

It can be argued that in all three cases no property of an object is directly involved. 0nl 
~he second case seems it possible to argue that it is the_ prope~y of h~ving. a s~rface th! 
mvolved, but m the other two cases no such argument 1s possible. Knfka, m discussing 
first two examples, calls that which is involved an aspect of the object, the pages of the b 
in the first case and the surface of the apple in the second. (Krifka(92:45)) What g 
changed in the case of (8b) is the particular surface the apple has. In the third example it 
a certain role or function of John that is at stake. Here John acquires the role (function) 
being president. This example also gives an indication of how the first example can 
analysed. An aspect of an object is a particular part (or are particular parts) of it that get 
role by being involved in a process denoted by a verb. In the case of reading a book the p 
are the pages of the book. The role they have cannot be described independently of the ve 
i.e. read, itself: it is just the role of being read. 

Because of examples like those in (8) I will not only speak of properties but also 
roles and aspects. The thesis then is that (non-stative) verbs denote changes with respect 
a property (role or aspect) of one object that is an argument of the verb. 

eat(y)(x) 
cross(y)(x) 
push(y)(x) 
walk(x) 

=> 
=> 
=> 
=> 

change with respect to y or the mass of y 
change with respect to the location of x 
change with respect to the location of y 
change with respect to the location of x 

The difference between verbs like eat or cross and verbs like push and walk must then 
explained as a difference with respect to the kind of change denoted. Note that on this vie 
too there is an aspectual asymmetry: there is a distinction between the argument with respect 
to which a change occurs and those arguments for which this does not hold. Yet there are the 
following two differences between the perspective adopted here and the one used by Krifka. 
The first concerns the argument that is distinguished by this asymmetry. In the case of cross, 
e.g., it is the internal argument that is incremental on Krifka's view, whereas it is the external 
argument on the present perspective. More important is the second difference. Recall that a 
verb like push does not show any aspectual asymmetry because both arguments are assigned 
a constant role. This leads to the third problem above of how these verbs can be distinguis­
hed from stative verbs. On the present view there is an asymmetry with respect to the two 
arguments of push because it is the internal argument with respect to which a change matters. 
The case is different for stative verbs. In the case of John is ill or Mary loves John no 
change is involved at all, i.e., neither with respect to John nor with respect to Mary. Fur­
thermore distinguishing stative verbs from non-stative ones by means of the notion of change 
accounts for the intuition discussed above that verbs like walk are gradual in a way similar 
to verbs like eat or cross. 
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t. 0 of Accomplishment-Verbs 
rpreta 10 

Jnte . . 
'fbe es are modeled by programs which are m~erpreted as relations 

Cience chang . th' 'dea is taken up by interpretmg verbs and senten-ter s • c semantics ts t . . . DPL 
c;ornPu tateS- In dynam~nformation) states or as generalized quantifiers of states (as t~ 

11 s tions between (1 uniformly interpreted as tests, that is, as programs where the mput-
d rela '{et verbs are . t This makes verbs essentially static because actually there 
pMG)- . I to the output sta e. 
. ·denuca d . 
1s I e involve • . bs denote 'real' changes in the sense descnbed above, they can 
cha~g obvious that if ver B t what k'1nd of program shall an accomplishment-verb_ 

It 1s d as tests. u ·b· 
er be interprete ·11 come closer to a solution if one considers one way of descn mg 

1a11g denote? One w1 1 Suppose the apple is cut into n pieces. Then the eatmg of the 
eat to eat an app e. . 

it means ·bed in the followmg way. 
be desert can 

b of pieces is not zero continue eating. 
While the num er 

. be inte reted as a kind of instruction or comn_ia~d. It says how 
rl·ption Ill (9) can rp 1 On the other hand this descnpt1on has exactly 'l1IC desc d • der to eat an app e. ' • 1 

has to procee thn.lorl op a program-construct used in imperative progranumng- angua-
- of aw I e- o , !be strUcture 

ges. 
while$ do 7t 

(JO) 
ram consists of three different components. 

'Ibis (complex) prog 

(i) a boolean condition $ 
(u .. ) a program 7t • d 

trol structure while o 
~ a~ e 

. h. ram is that the subprogram 7t is executed as long as th 
'lbe intuitive meamng of t ~ prog f of 7t it is tested whether $ still evaluates to true. In 
condition $ hold~- After etacd aenxoetchuerIO~me otherwise the whole program terminates. The 

7t 1s execu e ' · · toppmg case it does, h f be interpreted as specifying a termmatmg or s 
boolean condition $ can t ere ore "' holds the loop terminates. The real dynamic 

• the sense that as soon as -,"' , h ory of 
condition m b ·1 brings about a change with respect to t e mem t is the program 7t ecause 1 componen . 

the computer. . lishment-verb like eat as denoting a while-loop is possible only 
lnterpretmg an accom~ . b h of the three components must be ·r decompositional analysis is chosen ecause eac 

1 a h • t tion of such a verb. 
modeled as part of t ~ mterpre a b d is how the program 7t should be modeled. 

The first question that must e ~ns:ere ed is the value of a property of one object 
In section (l) it was argued that :ht I~: pa:~erty is therefore a kind of dynamic property 
denoted by an argument of the ver . uc . 

• h h ge due to external mfluences. 
the value of wh1c can c _an . f view such a dynamic property can be represented by 

From a progra~mmg _romt o In each state of a computation this store has a 
a store (program vanable, p1geon-ho~e). d b an assignment command. The effect of an 
particu_lar value. This value ca~s ~~a~ t~:g:tor/has different values in the input-state and in 
execution of such a command t f b th· eans that the property represented by a 
the output-state. Applted to the case o a ver ts m 
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store has a . • 
particular value . 

output-state. Applyin this m _the input-state that is c 
this means that the as!i consideration to the eatin hanged to a different 
already k pieces have b;nment command will model ti of an _a~ple that is cut . Value i 
is affected is the mass o;~ eaten to a situation where k el tr~ns1t10n from a situat1_nto IJ p· 
mass of the apple Th e apple because each . + pieces are eaten Th ion in 
In th . • e store say u piece unique] • e Prop 

e mput state of an exec, . , can therefore be take y corresponds to a eqy 
set of pieces that have al ~ion of the assignment com n to represent the mass /art of 
this set and the singlet rea y. been eaten and in the mand the store u has a ? the a 

I h . on contammg th . output-stat h s Its VaJ 
n t e mitiaJ state f e piece just eaten e t e value is th Ue 

to the fact that in this t o a c~mputation the value of • . e Union 
The computation term~ ate no piece has been eaten Th u w1JJ be the empty set c 
pieces.3 In terms of t;nates when the last piece h~ b en then pieces are succe o?"espon 
value of u in the initial: mas_s of the apple an altema~en eaten,_ that is, if theress1ve1y e 
to the value l. Each e tat~ is the total mass of the a ;e descnption is the f; Jlare _no Ill 
of the piece that is e;:cut1on of the assignment com:p e, Which can be taken ~o owing. 
vanished. As an illustrati:~ Th~ coi:nputation stops if th:n! red~ces this mass abo:t;iesp 
a1, llz, aJ and a4. a s1tuat1on wilJ be taken in wh· ass is zero, i.e., if the e Ill 

ich the appl . . apple 

Figure 

e is cut mto fou . 
states r Pie 

mass 

So 

SI 

S2 

S3 

S4 

7t 7t 

1 
3/4 
2/4 
1/4 
0 

pieces eaten 

0 
{al} 
{ a1,a2} 
f a1,~,a3} 
{ a1 ,a2,a3,a4} 

7t 7t 
•---------·---------- · ---------·---------. 

So SI 

l 3/4 
0 {ai} 

7t == u :== u EB l 

b J One may ObJect that it is 
y the assignment command possible to eat two pieces at the 

subd1v1s1on of the a I This is not correct E ·h same time and that th 
each execution of tt[ e. Each o/ these subd1v1s1ons. ca:cb cotputat1on is done w1i~ cannot be accounted for 
described in the ObJec~~s1g~ment command there corres : ta en to form a linear se u/e.spect to a particular 
subd1v1s1on In which th n can always be hneanzed b p nds exactly one pan of ti nee in the sense that to 
partition, this hneanzat1~n t:o p1ec_es form a single p1e~/~;rpretatmg it as a compu~a:1ubd1v1s1on. A case as 

mounts to treating each cell I h one Interprets the subd on With respect to a 
o t e original part1t1on . iv1s1on of the apple as a 

as one piece. 
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. ed by using a while-loop. Which_ of the representations should. be 
i,e descnb r this question one has to take mto account that the representation 

to answe . . 
order verb like eat but also to other accomplishment-verbs like cross or 
not only to a say cross the street, the property that is at stake is the location of 

of cross, , 
cai:e erty can be modeled by another store, say, u'. The possible values of 
Ttus p~op aths in the following sense. In the initial state John's location will be 

uJcen t?d e f the street, say, 10. So far, he hasn't done a single step such that the 
one si ef O is the empty path. If John starts moving, his location is constantly 

so ar . . 
. arding rests) and consequently the path traversed 1s gettmg long~r. Now the 

(disreg rsed if he is at In can be represented by the set of all Iocat10ns he has 
has trave . . . . 

d tarting from 10. Thus the path traversed m In will be the set {10 , ••• , l"}. 
'f ~ooking at the relation between the locations passed by John and the path 

ay h~m is to identify the location In with the path the initial point of which is In_, 
b!nd point is In. The assi~nment co°:mand can then be interpreted as path concate­

value of store u' in the mput-_state 1s the path a)ready traversed whereas the value 
th utput-state is the concatenation of this path with the path that corresponds to the 
~ 0 that is reached by John. What this next location is depends on the measure that 
~r instance the crossing can be measured in single steps, several steps, in yards 

~rs. The choice of a measure is context-dependent. This dependency is exactly 
to the dependency in the case of eating where the partition of the apple depends on 

·cular context. 
Thus the values of the active variable can be of different sorts ( or types): pieces ( of 
), numbers or paths, for example. De?ending on t~e sort o_f object, there is a corre­

. g difference with respect to the particular operation that 1s needed to compute the 
of the variable in the output-state. What is needed therefore is a generalization which 

on what is common to all the different assignment commands. One arrives at such 
ization by the following consideration. The nature of the particular values assigned 

different stores does not matter with respect to the dynamic structure generated by an 
tion of the program. What is important is that each execution is done with respect to 
icular set that is linearly ordered (i.e., a chain). What these elements are is unimportant. 

therefore possible to identify them with natural numbers. It follows that each particular 
Ding for a particular verb can be embedded in the set of natural numbers. Take as an 
111111ple the apple that is cut into n pieces. In this case the values wqill correspond to the 
fiat n natural numbers. 

Interpreting the values of the active variable to be natural numbers has the further 
alvantage of allowing the operation of how the value in the output-state is computed to 
simply be addition: u := u E9 I. Each computation starts in a state where the (active) store u 
Ills value O and by each execution of the command, i.e., each execution of the loop, the 
Yllue is raised by 1, until finally the terminating condition is reached for a particular n. In 
Ille case of eating an apple, e.g., the value n corresponds to the value of the mass of the 
lpple being 0, whereas in the case of reading a book the correspondence can be taken to be 
between the n pages of the book and the n first natural numbers. 

The assignment command that is used is underdetermined in at least two respects. 
Fust, the exact interpretation of the EB-operation is not determined and second, the exact 
'nature' of the values is left open. Furthermore, the particular chain with respect to which a 
computation is done is given by the context (environment). The linear ordering underlying a 
computation is similar to the notion of a path as it is used in localistic theories and the 
approach of Verkuyl. 

573 



I 

store has a particular value in th . 
output-state A I · . e mput-state that is cha d . 
th. • • PP ymg this consideration to th . nge to a different value . 

is means _that the assignment command . e eating of an apple that is cut into I~ the 

!r:;~~t~tectehs have been eaten to a situa~~~ :~~;! ::1 tr~nsition from a situation i: :he~es 
is e mass of the a l b pieces are eaten Th lch 

mass of the apple. The store s!p ue ecause each piece uniquely correspo~ds t~ property that 
In the input state of an exec~tio~ o'f ~~: the~efore be taken to represent the mass ~f~:rt of the 
set of pieces that have alread assignment command the store u has . e apple. 
this set and the singleton conrai~~:; t~ate~ and_ in the output-state the value i:s t~: vaJ~e the 

In the initial state of a com e piece Just eaten. union of 

~h:h~;~~ut~::~~ ::~:~:;o piec~~::
1
~:e~ee;~~-e ;:e~ ;~!1 :;it~e~::t~ set co~esponding 

pieces.3 In terms of the masws hoefnththe last piece has been eaten, that is if ~hcecress1vely eaten. 
v 1 f · e apple an It • ' e are no ll1 
a ue o u m the initial state is the tot I a emative description is the follow· ore 

to the value I. Each execution of a ~ass of the apple, which can be taken t mg. The 
of t_he piece that is eaten. The c~!~::::rnment co_mmand reduces this mass ab:it;~espond 
;an1shed. As an illustration a situation wil~~/:~rs I~ theh?1ass is zero, i.e., if the app~e~ss 

i, 3.z, a3 and a4. en m w ich the apple is cut int f . as 
o our pieces 

Figure 

states 

So 
S1 
S2 

S3 
S4 

7C 7C 

mass 

3/4 
2/4 
l/4 
0 

7C 

pieces eaten 

0 
{ai} 
fa1,a2} 

{ a1,az,a3 } 

{ a1,a2,a3,a4} 

7C . --•----------•---------·---------. 
7C =' u := u EB I 

In this particular situation five states . 
cr-s Th are involved • 
th~ :~;l~s e:t;~l~es hof u are linearly ordered. For i~s;~:~eo~; tfets the execution sequence 

is c osen, one has s (u) ' e representation in te f 
modeled as set union: s (u) - , ( ) i ~ s;+1(u). The assignment command hrms o 

. 1+1 - s; u u { aJ. can t en be 
As the discussion so far has h 

s own, there are different ways in which th . 
e eating of an 

J One may object that it is possible to eat t . , 
by lhe assignment command . . . wo pieces at the same time and th . 
subdivision of the apple E· ·h· Tt_hh1s is not correct. Each computation is d at th1hs cannot be accounted for 

• ac o t ese subd. • • one Wit respe •t t . each execution of th . . ,· ivisions can be taken to torrn 1. c O a particular 
c ass1°nment co . d ·h a inear segue • h 

described in the objection \an alwa mman . t ere corresponds exactly one part of the nee rn t _e sense that to 
subd1v1s1on in which the t . ys be linearized by interpretating it as subd1v1s1on. A case as 

. . . wo pieces form a • 1 . a computation w·th 
partition, t/11s linearization amo t. . singe piece. If one interprets the . bd. . . I respect to a 

un s to treating each eel/ of the . . I . . su 1v1s10n of the apple as a 
ongina partll1on as one piece. 
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described by using a while-loop. Which of the representations should be 
_,ie can be der to answer this question one has to take into account that the representation 
~ n? In or t only to a verb like eat but also to other accomplishment-verbs like cross or 

t apply nose of cross, say, cross the street, the property that is at stake is the location of 
I~ ~ , . ,,ad- ~ This property can be modeled by another store, say, u . The possible values of 

tllO subject. ken to be paths in the following sense. In the initial state John's location will be 
•• can be ta e side of the street, say, 10. So far, he hasn't done a single step such that the 
1 paint on ond so far is the empty path. If John starts moving, his location is constantly 
..rh traverse . . r-· . (disregarding rests) and consequently the path traversed 1s getting longer. Now the 
_.iigin; has traversed if he is at In can be represented by the set of all locations he has. 
,.... Jo nassed, starting from 10. Thus the path traversed in ln will be the set (1 0, ... , l,J. 
~ ~/way of lookin~ at ~he relation between_ the locations p~s~~d by _John and_ the_ path 
,UO~ed by him is t? 1dent1fy the locat10n In with the path the '.mtial point of which is In-I 
aave h se end point is In. The assignment command can then be interpreted as path concate- • 
~ w ~he value of store u' in the input-state is the path already traversed whereas the value 
-~~- the output-state is the concatenation of this path with the path that corresponds to the 
of u tcation that is reached by John. What this next location is depends on the measure that 
~"~o:en. For instance the crossing can be measured in single steps, several steps, in yards 
15 ~ meters. The choice of a measure is context-dependent. This dependency is exactly 
:~~ar to the dependency in the case of eating where the partition of the apple depends on 
the particular context. 

Thus the values of the active variable can be of different sorts (or types): pieces (of 
objects), numbers or p~ths, for example. De~ending on t~e sort o_f object, there is a corre­
sponding difference with respect to the particular operation that 1s needed to compute the 
value of the variable in the output-state. What is needed therefore is a generalization which 
is based on what is common to all the different assignment commands. One arrives at such 
1 generalization by the following consideration. The nature of the particular values assigned 
to the different stores does not matter with respect to the dynamic structure generated by an 
execution of the program. What is important is that each execution is done with respect to 
a particular set that is linearly ordered (i.e., a chain). What these elements are is unimportant. 
It is therefore possible to identify them with natural numbers. It follows that each particular 
ordering for a particular verb can be embedded in the set of natural numbers. Take as an 
example the apple that is cut into n pieces. In this case the values wqill correspond to the 
first n natural numbers. 

Interpreting the values of the active variable to be natural numbers has the further 
advantage of allowing the operation of how the value in the output-state is computed to 
simply be addition: u := u EB l. Each computation starts in a state where the (active) store u 
has value O and by each execution of the command, i.e., each execution of the loop, the 
value is raised by 1, until finally the terminating condition is reached for a particular n. In 
the case of eating an apple, e.g., the value n corresponds to the value of the mass of the 
apple being 0, whereas in the case of reading a book the correspondence can be taken to be 
between the n pages of the book and the n first natural numbers. 

The assignment command that is used is underdetermined in at least two respects. 
~irst, the exact interpretation of the EB-operation is not determined and second, the exact 
nature' of the values is left open. Furthermore, the particular chain with respect to which a 

computation is done is given by the context (environment). The linear ordering underlying a 
computation is similar to the notion of a path as it is used in localistic theories and the 
approach of Verkuyl. 
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As was said ab h • . . . ove, t e function f h b 
tmg cond1t1on. From this it folio o t e oolean condition <I> is to d • 

f
then that there is relation betwee:: t:n~ <l>thmust_ involve the active variabl:t~:~:es a_te_rltti 
orm u c;,; b wh b . 'I' e assignment e It 1s 

ti~n. For i;stan::~ in 1:h: ~~:~i:~ ;::ut~t:t tust _hold f~~~~~~~ 1~;:in:;a~~ qio:!I~ have
0

" i ~Feet eaten has vanished which can be a ue will be O corresponding to the fa t ornpu 
. or cross the value of u' d t . represented by the value of its c that 

::~~~~-crossed, e.g. , a particul; ;:~~eodn ~~/0 !~e: ~:!i~~:~ point on o:t::d~a:!~t::~o 
. e street (for a particular c ~ 

The implementation will be done . ornp 
on LoC, see Muskens(94) and Naumann m Muskens' 'Logic of Change' (LoC F 
the usual types of truth . I (95)) LoC is a three sorted T L • ). ( or detai 

d va ues t and ordin b. ype og1c Ty3 B 

::n ~~e t~::g:t 0:/~;e~~;:t~~:?tore~, pr~a:~::~:a~~:~~eA\::t:ei :e a~e :pe s ·of ::~~ea 
between _a state, the set of stores ~:~sit~; of the (current) values of ~II- stor~/e~~~f typ~ s, 
(non-l_og1cal) constant V of type (rr ( )) values _of the stores in this state i relation 
store m that state , s,e that assigns to each store d s expressed by a · an state the valu f 
a . In. QDL the while-loop is simulated b e o this 

nd iteration (Kleene-star) *· (( qi ? y means of sequencing • the t t 
Theory as given in (I I) • ., ). ; rr)* ; qi?. The first two can b" es c~rnmand? · e translated mto T Ype 

( 11) a. rr ; rr' = 
b. qi? = 

(here rr 0 rr' 0 and qio 
The iter~tion- are the tra~slations of rr,rr' and qi in T 
tion or . f . co~~and is not first-order definable O . hype Theory, respectively) 
. . m mite d1sJunction. Extendin • ne e1t er needs higher-order •• 
iteration as given in (12) g Type Theory by the latter d • quant1f1ca-. • ev1ce allows to translate 

( 2) rr* == V . 
new 7t 

= AiAj[i==j v rr ' (i)(j) v :lk[ , • 
rr'(l)U)] v ... ] rr (1)(k) A rr ' (k)(j)] v 3k1[rr' (i)(k) A rr ' (k)(l) /\ 

( 12) will be abbreviated to ( 13a) wh. h . 
IC will be further abbreviated to (13b) 

(13) a. == Aij:ln:lso·· ·s [i==s /\ ._ V • 
b. == Ad 3 " . o ~- su A k:Os;k<n rr' (s )(s )] 

J n So---S.[l ==So /\ J==S /\ s rr ' * ] k k+I n Q S0 

The translation of the • 
states i and . . assignment command u :== u EB 

J will be abbreviated as in (14b). is given in (14a). Application to 

( 14) a. 
b. 

[u :== u EB I] == Aij[V(u)(j) _ y . 
i[u :== u EB l]j - (u)(1) EB I /\ Vv[vc;,;u -> V(v)(i) = V(v)(j)]] 

4 In the sequel the i II • . type , 0 owing convcnt1on is used· • k I • 
7t, u,u are constants of type 7t • 1' ·• •5; (IE NJ are variables of ty , · pe s, v, v are variables of 
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t·on of eat is given in (15) • 
. terpreta 1 'f1IC ,n 

t __. ea •1',v1'.ij3n:Js0 .. . s,Ji=s0 /\ j=s. A s0[u := uEBl]*s0 A V(u)(su) = 0 A \fk:0$k<n V(u)(sk) 
1',v Agent(V(v)(s0)) /\ Patient(V(v ')(s0)) /\ Sub(u)(V(v ')(s0))] 
1' 0 (\ 

he store u represents the mass of the object that is eaten. Yet so far this informa­
aecall that t esent in ( J 5). In order to make this information explicit, I will write Mass(u)(s) 
. is not pr . non d of V(u)(s) . This yields ( I 6). 
~ 

A. •1',vA.ij3n:ls0 ... sn[i=s0 /\ j=s. /\ s0[u := uEB I ]*s0 /\ Mass(u)(s0 ) = 0 /\ \fk:0$k<n 
(16) J ass(u)(sk) * O " Agent(V(v)(s0)) A Patient(V(v')(s0)) /\ Sub(u)(V(v')(s0))] 

1be gene 
ral interpretation of a transitive accomplishment-verb is given in ( 17). 

transitive accomplishment verb ..... 
,__v'A.VA.ij:ln:ls0 ... s0 [i=s0 /\ j=s0 A s0[u := uEBl]*s0 A V(u)(s.) = b /\ \fk:0$k<n V(u)(sk) 
* b " 01(V(v)(s0)) /\ 0z(V(v')(s0)) A Sub(u)(V(v ' )(s0))] 

(17) 

1be formula in (17) consists of three parts the function of which can be described as_follows . 
(") [i=So A j=s. A So[u:=uEBl]*s. A \fk:0$k<n V(u)(sk)'i'b A V(u)(s.)=b]. This IS the 
s~cification of the while-loop which ha~ already been ~iscu_ssed in detail above. It con­
stitutes the dynamic part of the representation. Notice that m this part the arguments V(v)(s0) 

and V(v')(s0) do not occur. The requirement that e.g. in the case of eat the value of 
Mass(u)(s

0
) must be the complete mass of the apple is handled by a presupposition. 

(ii) Agent(V(v)(s0)) /\ Patient(V(v')(s0)). In this part the roles of the arguments V(v)(s0) 

and V(v')(s0) are determined. It can be seen as the static part because there is no change with 
respect to the thematic relations. Note that by simply writing Agent(V(v )( s0)) /\ 
Patient(V(v')(s0)) we do not intend to claim that this is all what can or should be said about 
these thematic relations. It is certainly possible to analyse these relations further - to decom­
pose them too, so to speak. Such a decompositional analysis can, for example, consist in 
relating the arguments V(v)(s0) and V(v')(s0) to each other or to specify properties of the 
thematic roles which can be used in an analysis of the (syntactic) argument structure of the 
verb. Furthermore it should be obvious that the representations given here for accomplish­
ment-verbs do not capture all the meaning components of these verbs. Rather, what is 
represented is what is common to all accomplishment-verbs, at least from the perspective of 
aspectual phenomena. There are obviously differences in meaning which are not accounted 
for in the above representations. One possibility of at least indicating this lacuna would be 
to add a further predicate, say 0(V(v')(s0))(V(v)(s0)) , which stands as a kind of placeholder 
for the missing information. Yet, by incorporating the exact property which is changed by the 
denotation of the verb a first step to differentiate the various accomplishment-verbs has 

already been made. 
(iii) Sub(u)(V(v)(s0)) or Sub(u)(V(v')(s0)). This part relates the first two components to each 
other, that is, it establishes a relation between the dynamic and the static part. 
Sub(u)(V(v)(s0)) specifies one of the properties (or roles) of one of the arguments of the verb 
the value of which is changed by the assignment command occurring in the first component. 
Note that the change takes place with respect to this property and not with respect to the 

argument itself. 
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(3) The Interpretation of Activity-Verbs 

By the initial assignment (environment or linguistic context) the domain S of the acti 
variable u, i.e. the set of all values for which u is defined, is partitioned into two sets: S v: 
S I u S2 and S I n S2 == 0. S I is the set of all values that are excluded for u in the finaJ st ' 
of a computation because if the value of u in that state would be any element from this s:te 
no (possible) chaage wouMhave. occurred at all. Foe instaace, in the case of eating an 'PPI: 
the value of u must not be 1dent1cal to the total mass of the apple because this is the vaJu 
that is initially assigned to u. Another example is given by a verb like rise, as in The Price 
of gold rose. If the ptice of gold is initially, say, n dolla,, then aay value n' $ n is <xdud~ 
as value in the final state for the active variable representing the price of gold. S

2
, then, is the 

largest set of values relative to S1 such that if the value of u in the final state is an element 
of this set, an execution of the program has brought about a (possible) change. 

The question is what restrictions, if any, are imposed on S2 with respect to the value 
of u in the final state of a computation. There are two principle cases to distinguish. Either 
no element of S2 is excluded or some element(s) from this set is (are) excluded as possible 
value(s) (in the final state). In the first case the value of u can be said to be unrestricted with 
respect to S2 • In the second case, on the other hand, the value of u must be an element of a proper subset S2 ' of S2 . 

Recall that the basic element of the programs representing accomplishment-verbs is 
an assignment command with respect to the active variable, say u. Now suppose this 
assignment command is executed. In the first case described above the postcondition wi ll 
already be satisfied after this execution because the value of u is an element of S

2
. But this 

condition will also hold if the assignment command is executed more than once. More 
generally, it will be satisfied after an arbitrary number of executions of this program. In the 
second case this need not be true. As the value of u is required to be an element of a proper 
subset of S2, it can happen that this condition holds ~mly after the assignment command has 
been executed several times. It follows that there is the possibility that the program termina­
tes in a state s without it being the case that the postcondition </> holds there, although the 
value of u will (necessarily) be an element of S2. Take, for instance, the simulation of the 
while-loop in QDL that has been used to represent accomplishment-verbs: (b?;n:)* ; (-,b)?. 
The postcondition </> is that -,b holds. Now there are executions such that the program 
terminates in a state s but -,b does not hold in s. This always happens if the loop (b?;n:)* is 
not executed 'long enough', so to speak. 

This example shows that the interpretation of accomplishment-verbs is of the second 
kind. They impose stronger conditions on the value of u upon termination than simply being 
an element of the largest admissible set, i.e. S2 . To give an example, in the case of eat the 
condition is that the value of Mass(u)(sn) be O and not any value that is different from the 
one in the input state, i.e., from the total mass of the object that is eaten. Let us next analyse a verb like push. 

(18) John pushed the cart. 

In this case the relevant property concerns the object and its location (or position). The 
assignment command u :== u EB I can therefore be interpreted as modelling a change of 
location according to a particular measure, for instance, one in yards or meters. The value of 
u in a given state then consists of the path that corresponds to the distance already traversed. 
and the value in the output state is the path that results if the path in the input is extended by 
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h d • os"S" both denote • us no difference between pus an er . 
h·s respect there is th • . t d b an arcrument of the verb . 

• gle step. In t ;ect to the location of an obJect ~eno ~ u ~he active variable representing 
•~,nge with. ~'or the two cases does the restn~t::e; no,' behave in the same way that, foe 
c To wh!C h object belong? Obv1ously, pusf h t has changed location, mespect1ve 

the Jocation o~~e:. Some~ne has pushed the cart~ ltik: ca:sh belongs to the first kind. It does 
pie, eat cation of the cart. Thus, a ver . p . iable than that it be an element 

::: p"tic;;:::e conditions on t'. val:~:~~ht~:~:;:,e:%ent V(o)(i), V(o)G). It follo~s 
t put any f the constant Vt _, s amo ... · command is executed only once. n 

: s,. Io w,~t:n is aleeady satisf,ed ,f the •;"r~;:~:he assignment command is mcuted 
that this con d this condition w1H_ also _be sa is \fied after an arbitrary (non-empty)_ number 
the other han In effect, this cond1t1on will be sah . t possible to interpret a verb hke push 

r times. • ands For this reason 1t 1s no . 
(urthe utions of this comm ·1· hment-verb namely, as a while-loop. of exec ay as an accomp 1s , 
• the same w . 

Ill • has not yet changed continue pushmg. h"le the location 

(19) W I • 1 'minimal' pushings in the sense that they 
tation based on (19) would yield on y h moved at all. But this is not what one 

An interpre d as soon as the object, s~y, the cart, ash Id rather have something like (20). are terminate • t what has been said above, one s ou ts According 0 wan · 

(u := u EB I; </>?)* . . . 

(20) • "ff t f m the one in the m1tial state. • 1 f u 1s d1 eren ro . . h • the condition that the va ue o ki d f iteration. What gets iterated is t e 
whered~ is to (20), a verb like push denotes ~h n oct to the relevant condition. Compare Accor mg ._ EB I !us a test wit respe . b 
assignment co~mand ~ii:.:oop th~t is used to represent an accomphshment-ver . this program with a w 

( ~)? • u := u EB I)* ; ~? 

(21) ( -, • ' xtended execution sequences in the sense that the 
Note that both programs can generatete This means the output-state need not be reachetd 

• f more than two sta es. h · ut and the outpu -latter can cons 1st o . d. ate states in between t e mp - . 
instantaneously but there_ can be ';:~mf:~ (21) intermediate states are possible only if th~ 
state In the case of a while-loop o e sin le execution of the ass1gment comm~n 
cooditiou <I> is uot gu.ataateed to :o:~ •::, :,ly ~f the couditiou on the va.lue of the act,v~ 

·- u EB I. But this, m turn, can e e . 1 be an element of S2, 1.e., the maxima 
~ariable u in the output-state is stronger than toc~:~;uently' in order that intermediate states 
set of admissible values for a chang~ ~o occ~r. two subsets S'2 and S''z such that [V(u)(sn)] 
are possible, the set S2 must be part1~10;,~d i;~oxcluded . The test (-,~)?, then, correspond~;o 
E S' must hold whereas [V(u)(sn)] z h f al test ~? corresponds to [V(u)(s")] E .. z· 
the c~se [V(u)(s)] E S" z, O<i<n, whe;eas dt e? ~:n both s~cceed only if there is a _part1t1on 
Thus the two incompatible tests (-,</>)_ •. an ~ -h 1 of u is not the weakest possible one. 

' • • h d1t1on on t e va ue · · f S of S into two sets, that is, if t e_ con h ther hand, there is no such part1t1on o z 
In the case of an activity-verb ltke pushh, on td e_t o,·on on u takes place. It is just the weakest 

h • g of t e con 1 and, consequently, no strengt emn 

back to the original location see of c clic movements where one comes ' For an analysis of the problem Y 

Naumann(95) , chapter 6. 577 



possible one. From this it follows that testing for .,<!>, i.e., the negation of the requirernen 
will always fail. Taking the precondition into account, the translation of (20) into Type Log·t, 

lC 
yields (22). 

(22) Av'AVAiAj:3n:3s0 ... sn[i=s0 /\ j=sn /\ i[u := u ffi l]*j /\ Location(u)(s0) = b /\ \ik 0<:ksn­
:3p[Location(u)(sk) = p A p °I' b] /\ 8,(V(v)(s0)) /\ 8z(V(v')(s0)) /\ Sub(u)(V(v')(s0))] • 

If there are zero executions of the iteration command, i.e., in case n = 0, the condition <1> is 
not satisfied: in the output-state the value of u is not different from the one in the initial-state 
because the two states are identical. This is therefore not a possible execution of the progralll. 
Furthermore, note that the iteration-command that characterizes the interpretation of an 
activity-verb is also part of the representation of an accomplishment-verb. This will be 
important when one analyses directional PPs like to the station and modified VPs like push 
the cart to the station or walk to the station (see Naumann(95), chapter 7) 

The result we have arrived at is that accomplishment-verbs like eat or cross and 
activity-verbs like push or walk are alike in the sense that both types of verbs express a 
change that can be temporally extended but need not be. At the formal level this similarity 
is reflected by the fact that in the representations of both kinds of verbs an assignment 
command occurs inside the iteration operator*. The difference between the two kinds shows 
up in the way in which the set of admissible values for u in the final state of a computation 
the obtaining of one of which guarantees that a change has occurred at all is constraint. 
Whereas accomplishment-verbs put further restrictions on S2, this is not the case for activity­
verbs. This difference is reflected in the kind of boolean condition that is used. Yet, more 
importantly, this difference has consequences for the control structure that is used. In the case 
of accomplishment-verbs the control-structure that is appropriate, i.e., which conforms to the 
intuitions, is that of a while-loop. Activity-verbs, on the other hand, are characterized by a 
(simple) iteration. The difference in control-structures can b.e said to be a consequence of the 
difference in the way the value of u in the final state is restricted in the following sense. 
Whene er the set S2 is not further restricted, one is not interested in the minimal change for 
which this condition holds. Rather, what is important are arbitrary (finite) sequences for 
which the condition is satisfied. In case there are further conditions on the set S2 the situation 
is different. Then it is possible to determine the minimal change that satisfies the requirement 
on u. This means the final state is the first state for which the condition on the value of u is 
satisfied. 

So far the difference between activity-verbs and accomplishment-verbs has been 
characterized in terms of the programs that are used to interpret them. Another possibility of 
analysing the difference consists in comparing the properties these programs have instead of 
the programs themselves. The formalism in which these properties will be specified is 
Temporal Logic (TL). A property P of a program rt is said to be specified by a TL-formula 
<jl just in case <jl holds for each computation sequence cr of rt, where a sequence cr satisfies 
a formula <j> if s0 >= <jl holds, i.e., if <jl holds in the initial state of cr. There are different hier­
archies of properties of programs that can be defined. A very basic one is based on the 
distinction between invariance (safety)-properties and non-invariant-properties, where the 
latter class consists of liveness- and precedence-properties. (for further details, see Nau­
mann(%)) 

An invariance-property can be expressed by a formula of the form c:::kj>, where Dis the 
reflexive closure of the G-operator: c:::kj> = <jl A G<j>. The simplest way of specifying a 
liveness-property is by means of a formula of the form ◊<jl, where ◊<jl = -,□-,<j> . Precedence-
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. can be determined as combinations of safety- and liveness-formulas or, for 
r(ies, finally' U 1·1 f I Until("''"). The definition of this latter operator is 

ProPe means of an n 1 - ormu a "'''t" 
nee, by 

insta . (23). 
• en JO 

g1V h " ' " >= ' " . ) "ff :3s'>s· s' >= <1> and for all s" such t at s<s <s : s 't" 
l]nttl(<l>,'1' 1 • 

(23) s "' · I 1J: 
erties can be generalized in different ways, as we_ will see be ow. e 

All three types of _p:op reting an activity-verb can basically be characterized by a (generah­
iteration-P:ogra~ : :;r. To see this consider the two principle types of exernt1on _sequences 

d) invariance _pr p y (I hat follows only the boolean cond1t1on <1> is shown.) 
ze d by this type of program. n w 
generate 

S SI S2 S3 S4 S5 

~ ----------0-----------0 --------0-----------0-----------0 

.,;- <1> <1> <1> <1> <1> 

figure 2 

So s,=sn 
0---------------0 

.,<!> <1> 

Figure 3 

"' h lds for all states except the initial one. This distribution of <1> can be 
b th cases "' 0 • . • Gm• 

In o d b eans of the generalized mvanance-formula 'I'· 
expresse Y m 

(24) So >= G<jl 

eneralized invariance-property because . <1> has to always hold_ in 
This _formula expresses a ~ In the resent case these states are all non-initial states. Usmg 
certain states of~ com~utat'.on. ~ that the control flow is at state s, (24) can also be 
a particular predicate at s to expres t -> "'] This generalized invariance-property 

d b the formula □(at S1 v •·· v a sn "' • d l • 
expresse y d. . "' holds after each execution of the un er ymg as-
reflects the fact that the postcon 1t1on "' 

signment comm~nd. h th hand the postcondition <1> is satisfied only in the output-
F r a while-loop on t e o er . . 4 d 5 
~he two principle types of execution sequence are given m Figures an • 

state Sn. 

Figure 4 

So s,=sn 
0---------------0 

.,<!> <1> 

Figure 5 
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This uniqueness character can be expressed by means of the Until-operator. 

(25) s0 >= Until(<j>,,<j>)6 

As the underlying frames are linear, having both a first and a final state, the follow ing 
formula can also be used. 

(26) s0 >= F(G..L /\ q> /\ H,<j>) 

Here G..L is a formula that holds only at the final state of a computation. (26) then says that 
<j> holds in the final state (G..L /\ <j>) but that q> holds there for the first time (H, <j>). • 

From the above characterization it follows that programs interpreting activity-verbs 
are prefix-closed in the following sense. Let cr = s0 ... s" be a computation that belongs to the 
denotation of a program 7t. Then also each sequence cr' = s0 ... sk for O<k::::o;n belongs to the 
denotation of 1t. (The minimal prefix cr' =s0 must be excluded because in this case nothing 
has happened at all.) 

(4) A Comparison to Event-based Approaches 

Recall that in an event-based approach the difference between a verb like eat and verbs like 
push and see is analyzed in terms of the notion of graduality of one thematic role (incremen­
tal Theme vs. non-incremental Theme). Whereas the indirect object of eat is involved in an 
incremental way, the indirect object of see and push are involved in one go. For instance, the 
whole cart is pushed at once and a house is seen at once.7 But it is possible to eat something 
in one go as well. Take elephants as an example. They can eat a complete apple in one go 
and human beings can do the same with peanuts. In cases ljke these the event is not gradual 
in the sense that proper parts of the apple (peanut) are mapped to proper parts of the event 
but rather all parts of the apple (peanut) are mapped to the whole event which doesn't have 
any prclper temporal parts at all. Thus the situation is similar to that of seeing a house or 
pushing a cart (at least if one assumes that the latter two are only minimal in the sense that 
the event has no proper temporal parts as well). The problem at hand concerns execution 
sequence of the type depicted in Figure 5 above. Examples like these show that graduality is 
not satisfied for all eating-events, or, more generally, for all events that have an Incremental 
Theme. It is at least in principle always possible to subject this Theme to the event in one 
go. It follows that if all eating events were of the 'in one go'-variety described above, they 
should be classified as durative and not as terminative. Therefore graduality should not be 
taken to be a necessary condition for terminative readings (modulo the referential properties 
of the argument NPs). 

It is nevertheless possible to formulate the difference between eat and push in terms 
of properties of the thematic relation assigned to the internal argument. The thematic role 8 
assigned to the internal argument of verbs like eat can be characterized by the following 
property. (compare Eberle(95) who argues along similar lines.) 

6 Stric tly speaking, the condition that <I> does not hold at s0 has to be included. Yet this condition follows 
from the presupposition (precondition) according to which <I> never holds at s0. 

7 At least under one reading of see. There is another read ing according to which a house can be seen 
gradually. 
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) ' e P(e') => 3x'[x' c x /\ 0(e',x')]1 __, , x[P(e) /\ 0(e,x /\ e c /\ 
ve,e, 

(27) .1 • olved in events denoted by a verb like eat d •·t is not necessan Y mv 
d·no to (27), gra uau Y b there is no proper subevent e' of e such that 

p,.ccor I The antecedent can _be false eca~se f this role rather is the fact that if there are 
cross. Id Wh t is charactenst1c o . . d 

or does not ho • a . 1 , t to x i e the object to which e 1s relate , 
, c: e f t then e will re ate e no , • ·, . . J'k 

e r arts e' o an e':'en , it The situation is different for thematic relations I e 
prop: f proper (matenal) par~ x ofto .the internal argument of push. Here to each proper 
but t r the Patient-role assigned . h e object The role is therefore constant. 
p,.gent o , f e the thematic role assigns t e sam • 

bevent e o 

su , [P(e) /\ 0(e,x) /\ e' c e /\ P(e') => 0(e' ,x)] 
2S) ';/e,e ,x . . . 

( · · erty of the relevant thematic relations m this 
f d f • the charactenstlc prop • f 

sequence o e mmg t NPs must be analyzed in a way different rom 
A co~ that the influence of plural argumen h s Note that the definitions in (27) and (28) 
waY is d • event based approac e • . I d 

·s usually assume m - t NP and therefore to the ontolog1cal !eve an 
whfat ~o the objects denoted by the arg~men - rt·es the argument NPs may have. This leads 
re er . d of any semantic prope 1 
h t no mention is ma e I Consider the following two sentences. 

t a problem in the case of constant ro es. 
to a 

John pushed three carts. 
(29) ~-- John pushed carts. 

h d th carts involved successively, that is, one after 
I both cases it is possible that John pus e be t e' of the (complete) pushing the object 
n that for a proper su even . d b 0 

the other. This means rt or a roper subset) of the object as~1gne to e y , 
assigned to e' ca~ be a _proper pa (Ther~fore the constancy that is reqmred by (28) on!~ 

ntrary to what 1s required by (28)- . .1 ) for plural ones. For that reason the def1m-
co • b' ct but not (necessan Y . 1 ) 
holds for an atomic o 1e . e the condition that x is an atom ( or a s1~g eton . 
tions in (27) and (28) should mclud d J't and terminativity/durativity m event-based 

The relationship between ~ra ua I y 'ble to account for the aspectual properties 
• y difficult if not 1mposs1 , . . 

approaches makes it ver ' . ative There are two principle strategies one 
• k k Such verbs are termm • h 

of verbs like hit or nae • h' b h . ur Either one analyses t em as a separate . d unt for t is e av1O . . 
can pursue m or er to acco . . . one J·ust describes them as accomplishments. 

I• h ents and acuv1t1es, or . f h 
class besides accomp is m . h . ctual properties in a way different rom t at 
In th~ former case one has to exp~am t elf asbpe ry difficult. In the latter case the thematic 

l This seems to e ve . . . 
used for the other two c asses. t NP can be gradual only m a tnvial sense. 

b• t denoted by an argumen - II . 
role assigned to an o 1ec ubevents e' of a hitting-event e at a , 1.e., 
Consider for example hit. If there are an_y proper :hole and not a proper part of it. But this 
if hit(e') holds, they too involve the obh1ectldas at a constant role and not a gradual one. A 

• I argument-NP s ou ge 'f' d h' t means that the mtema . h . that are often class1 1e as ac 1evemen s. 
Id f erbs like reac or wm . h 

similar argument ho s or v . 11 b a movement of the subJect before t e 
h there will norma Y e · If b In the case of reac e.g. h as it may be called, cannot 1tse e 

reaching takes place. But this preparatory t ~se~ the level of verbs terminativity does not 
described as an event of reaching. It follows t a a 

• of a gradual role. . . h h · presuppose the existence h si'bility of configurations as t at s own m 
bl t accomodate t e pos . 

In order to be a e O h 'bility of generating execution sequences 
d• • ish between t e poss1 . h 

Fioure 5 one has to 1stmgu . h occurs and the question of whether t e 
" d • g which a c ange . . 

with intermediate states unn . . ondition where this condition corresponds 
b d • nes a termmatmg c ' interpretation of a ver etermi 
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to a • • non-mvanant property of th of the Kleene-star * It e pr~gram. The former possibili • • ~~d durntivity. As ~ill sbeocs~::::~: ;~;dependeot of the disti;;,:;;~~)::::•;d by"""'• 
e Klee_ne-star is part and those fo h1onh (5)_, the difference between pro erminativit" 

accomphshment-v b . r w ,c this does not h Id grams of wh· , 

:~:ti~,i::~h;ti~:~Ei:f £\~~:£~;.~~~ 1~~:i:~:-~:;=:e:::~~~~i::1:::~~ 
event-b Thed constancy that is claimed fo/the e~ns of _the boolean condition <I>- nt ones, a 
. ase approaches corre d ematic roles of activ· • invariant of the . spon s to the fact that the b I • ,~y-verbs hke push • 

follow that the,:t:;::;n,;:•:tpreting this dass. As was;;,::~ ::::ton~ is a geneta]i~: 
means of the Kleene-star anot gradua_l. Graduality, on the other ha~dfr~m. this it does noi 
ptogrnms allow fot the o.s .b.~ an ass,gnment-command Wben tak , ,s tmplemented b) 

two ptogrnms are com,in:~ ~•z ofb(lempotally) extended changes p:n togethet these twe 
form of the assignment-com I er _oth from programs that lack ~n ograms m which these 
which the Kleene-star does mand (1.e., programs that are basicall \ change component in 
plishment-verbs and tho . not occ~r. The difference between y est~) and programs in 
is this component th t se;ntetpretmg activity-vetbs comes i pt°fams mtetpreting aeeom. 

an inte~~=,:.:~;e ~;;:~::;~~; •:~~:,:::~~~;:.::~ :::::~:f :!r~:;;,i::;ydition It 
possible to interpret verbs . n e notion of an event. By usin s as programs over 
can be used to represent ;s kinds of complex programs. The vari; program-concepts it is 
aspectually relevant Thus iffere~t aspects of the dynamic propert· us c;mponent programs 
the Kleene-star models th/n ass1~n_ment command expresses the n~~~ o the verbs that are 
serves two different u poss~b1h~y of extended changes. The b on of cha??e' whereas 
output-state (the pos~oJ:~s. t"st ti determines the condition on ';;;lean .'°nd,u.◊n, finally, 
m this state or also in oth' wn and second it is specified v_:hether th~ act1v~ ~anable in the 

Wh . er states of a computation is cond1t10n only holds 

ereas the first two t • 
Kleene- tar can b . ypes of programs i e th • 
boolean co~dition e ;t~erpreted straightforwardly i; a -r~~list:c :s1gnment command and the 
not necessstily co;,.esp:::t,:efloe~ mote putely linguistic ( ,e.:;;;,:;s. dts not hold fot the 
various ptogrnms are indepen~n\ e;rutes of the situation desctibed b~n,tnatton that does 
w,thout any of the tern . . en o each othet in the sense th t • • e exptessson. The 
ish semantic ro ert· ammg ones. It is this independence that a it ~s possible to use one 
verbs that ar/ali~e i::hof verbs according to the different typemakts it possible to distingu-
respect to other ty e use that is made of some types of s o programs. There can be . ' 1 er with pes. programs yet which d"ff • 

(5) 

(5.1) 

(30) 

The Interpretation of other Classes of Verbs 

The Interpretation of Point-Verbs 

a. 
b. 
C. 

d. 
e. 

John knocked at the door in five • 
John knocked at the door for five m1~utes. • 
John knocked at the door in f" ~mutes => iteration of knockincrs 
d · • 1ve mmutes *> J h o urmg this period O n was knocking at th d 
John . h. . e oor 

was ittmg Mary *> John h h" 
John knocked at the d as It Mary oor at noon. 
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. mples in (30a) and (30b) show, point-votbs ate totminative, they ean be modified 
1" W'. :::tb;als, whereas the modification by fo,-mlvetbials leads to an itetative teadmg. Bot 
bY ,n ' c1,at diffctenees to the hehavtoot of accomphshment-ve,bs. The example m (30e) 
tit'"° "~ 

1 
from •John VP-ed inn time' it does not follow that John was VP-ing during the 

slt""s 1d:noted by the time advetbiaL The intetptetation of (30c) is that the knocking took 
Jl"'od the end of the five minutes petiod and that there a<e no 'knocking-activities' doting 
pl.,, a~otf. n,e case of an accomplisbment-vetb is diffmnt. Hete the inference from, soy, 
•• pe " an app1' in two mi"""' to Jahn was ,aitng Wt apple dudng this paiad is valid (if 
Jo/m:,e P'"''" count as eating). The example in (30d) shows that the impetfective parndox 
pt>'r fot point-vetbs as well. But here too there is a difference with respect to the intet­
JsOI \;on of the progtessive when ,ompated to aecomplisbment-votbs. John was hitting Mar, 
,:;ae0silY be intetpreted as .teferring to a. single bitting by John which is patt of a s.equence 
cf vetal hittings. Sueh an mtetptetatmn ts dtff,cult to get m the ease of"" accomphshment-
• ':. without a special context John wa.t c,o,sing th, stmt can only mean that there was 
"'c;ly one crossing intended. The example in (30e) finally shows that point-vetbs allow 
e':.imeation with point-rulvetbials in conttast to accomplishment-vetbs lot whieh sueh 
sn odifications ate at least ptoblematie. Tbe diffetenee to activity-vetbs consists in the fact 
%at tho lattet cw only be intetpreted inehoatively with such a modification. Fot instance, 
John ,an at noon can only mean that John started to run at noon but not that a whole 

running period took place at that time. How shall point-verbs be interpreted? Above in section (4) it was shown that execu-

1
;
0
a sequences like that shown in Figure 5 pose difficulties fot approaches whieh essentially 

liak tenninativity to gtaduality. Tbe above data can be intetpteted as showing thal the 
ptogtoms denoted by poin.t-vetbs a<e genetally of she type of prog,ams corresponding to the 
e«cution sequence of F,gure 5. (fot mote detatls see Naumann(95), ebaptets 6,7) Tbe 
difference to the intetptetation of accomphsbment-vetbs tben bas to do with tbe canlinahty 
of the domain of the active va,iable. In the case of accomphsbment-vetbs this domain can in 
principle be infinite. Fot point-vetbs, on the otbet hand, it will be assumed thal this domain 
coosists of exactly two elements S O { v,, v,). It follows thal S ean ·only be partitioned in 
one way into two non-empty sets S1 and S2: l l v 1 },l v2)}, if v I and v2 are the two elements. 
Recall that tbe minimal tequirement fot the occutrence of a change is that the vaiue of the 
active variable u in the final state is different from the one in the initial state: [V(u)(i)] * 
[V(u)ij)l In tbe case of a two-element domain there is exactly one way of satisfying this 
condition, namely, by assigning the other value to u, i.e., the value that does not hold 
initially. It follows that no non-relative specification is necessary (nor is it possible) . The 
same holds for the iteration command because the only possible change already occurs by 
e,ecuting tbe assignmenl command once. Fot that teason the two values ean be identified 
with the truth values T and J_: S == l T ,J_). The assignment command underlying the inter-

pretation of point-verbs can then be defined as (u := -,u). 

(31) a. 
b. 

(u :== -,u] = Aij(V(u)(j) = -,V(u)(i) /\ Vv(#U -> V(v)(i) == V(v)(j)11 
AV'AvAij(i(u :== -,ulj /\ V(u)(j) = -,V(u)(i) /\ 0 1(V(v)(s0)) /\ 0i(V(v')(s0

)) /\ 

Sub(u)(V(v')(s0))1 

In (31a) the translation of the assignment command is given (where it is assumed that T = 
-i..L), whereas (31b) contains the interpretation of a transitive point-verb like hit or beat. 

On the other hand, it is possible to represent a point-verb by means of a while-loop 

((-i<\>)? ; 1t)* ; (\>?, whe~e <I> is the minimal condition for a change. 583 



(32) Av'1wAij3n3s, ••• s,[i=s, A j=s, o s,[u c= "u]•,. o V(u)(s.J = "V(u)('\,) A ltk,o'k 
V(u)(sk) = V(u)(sO) /\ 81(V(v)(sO)) /\ 0z(V(v')(sO)) /\ Sub(u)(V(v')(sO))] - ~ 

As the test (-,PJ?, i.e. , V(u)(s,J = V(u)(s,), can succeed exactly once (in '\,) befo,e ~ 
condition c/> holds for the first time (in si), the computations cr consist of only two states- c 
= s0s1 with s1 = s11

• The iteration command is, so to speak, superfluous because there can-~ 
no non-trivial iteration of its argument due to the fact that it can only successfully be 
executed once. The execution sequences that are generated correspond to the lillJ.itin 
execution sequences generated by programs interpreting accomplishment-verbs, that is tg 
sequences of the type depicted in Figure 5. (Sequences of more than one beating or hittini 
are treated as a form of iteration; for details see Naumann(95), chapter 7) 

(5.2) The Interpretation of stative Verbs 

Sentences with stative verbs are durative as the following examples show. 

(33) a. 
b. 
C. 

d. 

John was ill for two weeks/*in two weeks. 
Children were ill for two weeks /*in two weeks. 
John hated three yuppies for three months/*in three months. 
John hated yuppies for three monthsl*in three months. 

The referential properties of the argument NPs have no influence on the aspectual properties 
of the sentence and it is equally not possible to change the durative interpretation to a 
terminative one by means of a modification as in the case of verbs like push or walk. These 
facts can be accounted for by interpreting stative verbs a involving no change at all. This 
interpretation also accords with the intuition speakers have with respect to these verbs. 

Formally this means that their interpretation does not involve an assignment com­
mand. rom this it does not follow that they denote no programs at all but only that they 
must denote programs that do not change the input-state. They can therefore be interpreted 
as tests. The interpretation of the verb hate is given in (34). 

(34) hate .... 

A.v'A.vA.ij[i=j I\ hate(V(v')(j))(V(v)(j))] 

This type of interpretation is exactly the interpretation that is given to all transitive verbs by 
Muskens in his 'Logic of Change' . Note that no decomposition is needed, but it is of course 
possible to use such a decompositionaJ analysis too, if one wishes. A possible example is given in (35). 

(35) transitive stative verb 

A.v 'A.vA.ij[i=j /\ V(u)(j) = b /\ 01(V(v')(j)) /\ 0z(V(v)(j))] 

In (35) u denotes some property which must have a particular value b in the output-state j , 
which is identical to the input-state such that in effect it is tested whether store u has value 
b in the output-state. It may seem that the above definition is inadequate because it allows 
a state to hold only minimally such that sentences like John was ill/or two weeks cannot be 
accounted for. This objection is not correct. The interpretation that has been given so far 
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• ture must be distingu-
d namic structure. This struc will of course be 

what may be called thee/is treated separately. Ther~ic component. For 
nts only fortemporal structure wh1that .are induced by the dyn~ rr·1t*) to hold which ~ f,om the the tompornl structu;~ke <n"><I> -> <F><I> (whe<e :o:_-;,,,~ numbe, of times, 

15he1raints on ·11 require an axiom . executed an arbitrary ,_ hable by executing a 
ons ne w1 rogram 7t is . h "' holds is reac . . . 

c ranee, o "' hOlds after a p • 'f a state at wh1c 'I' than the initial state. 
jpS that if 'I'. the future, tha~ is, I hen this state will be later 
saY5 

,.. holds 10 . mber of times, t then 'I' 1t a fimte nu 
rograrn p 

Classification of Verbs . t according to the present 
The • • f verbs one amves a . . . but at least two. 

(6) • discuss what classif,ca~:.; thee< is no unique clam~c;~:: .. d/assignment 
J..,el rne fmTa~: important ?oint t? nl ot~:sed on two oppos1~1onsT. h te;irst opposition underhes 

ach. • • 1s mam Y • properties. e . b ed on the •FP'°. t classif,cauon rties/non-invanance- This distinction " "' I 
'file firs d invariance-prope b nd non-stative ones. hereas the latter c ass 
ornrnand a_n etween stauve-ver s a . olve the notion of change w_ . n characterizes the 

~e distincuonth~ fonner class d~es_ no_t itnrpvretation. The second oppos1dt1oevents. Intuitively, 
• • that • m its in e d ocesses an · d f 

intuitton • volves this notion d'f nally been calle pr events denote a km o 
""'"tially •~etween what has tea~ •if i•definite change whe"':econce with cospect to the 

~::,';".c ::;i';,e;;,,;1;'.;,'~:s ~~stin~o:: ;:;1:~::tf; d:ff!~nt J::::::s,:::e:~•;:::,:: 
defintte c :ditions that are deterrnmor precedence-propert1~s. ~ e based on the fact whet~er 
boole_an c~~properties versus ltven:::~re classified as events i~;o;~he interpretation of ach1e­
invanan d the other two _classes \ the representation or not. verbs an and 1s part 0 

the iteration com~aumann(95), chapter 7) 
t-verbs see vemen • 

situations 

~~ 
states nment command 

noauign. command ~ aulg 
11181 

- events 
processes non-invariant-prop&rly 

Invariance-property ~ 
ltaration 

act,iav8m8ntS 
• accomplishments no iteraliai 

pom~ Iteration ·n·--• suffix of a program no ltaratiOO m, '"''" 

• f prefix-Figure 6 bs is based on the notion o 
• • different classes of ve~ fined above. A program 7t 

The second way of class1~y1enga thg:neralization of this not1hoon:: :iove, programs interpreting 
to be prec1s , G"' As was s . . d b tests because closodness, o,, I sed iff s, " Di> v ,. f I disjunct is sausf,e y (-i-j) 

is generalized pn~fix-\: second disjunct, G<\>. The us <\> holds at the only state So - -
process-verbs satisfy t h output-state such that 

• identical to t e 
the input-state is holds in this state. 
which means that DI> 
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(32) 
AV'AvAij3n3s0 •• • s" (i=s0 /\ j=s11 /\ s0(u := ,uJ*sn /\ V(u)(s11) = ,V(u)(s

0
) /\ Vk-

As the test (·</>)?, i.e., V(u)(sk) = V(u)(s0), can succeed exactly once (in s
0
) bet 

condition <I> holds for the first time (in s1), the computations cr consist of only two si°re 
• h Th • • d • ates-= s0s1 wit s1 = s11

• e 1terat10n comman 1s, so to speak, superfluous because there · 
no non-trivial iteration of its argument due to the fact that it can only successfu~~n 
executed once. The execution sequences that are generated correspond to the Ii ~. 

V(u)(sk) = V(u)(s0) /\ 91(V(v)(s0)) /\ 9i(V(v')(s0)) /\ Sub(u)(V(v')(s
0
))J ·0Sk 

t • d b • • 1· h llliti execu 10n sequences generate y programs mterpretmg accomp 1s ment-verbs, that . 
sequences of the type depicted in Figure 5. (Sequences of more than one beating or h;~. 
are treated as a form of iteration; for details see Naumann(95), chapter 7) 1 

(5.2) The Interpretation of stative Verbs 

Sentences with stative verbs are durative as the following examples show. 

(33) a. 
John was ill for two weeks/*in two weeks. 

b. Children were ill for two weeks /*in two weeks. 
c. John hated three yuppies for three months/*in three months. 
d. John hated yuppies for three months/*in three months. 

The referential properties of the argument NPs have no influence on the aspectual properties 
of the sentence and it is equally not possible to change the durative interpretation to a 
terminative one by means of a modification as in the case of verbs like push or walk. These 
facts can be accounted for by interpreting stative verbs as involving no change at all. This 
interpretation also accords with the intuition speakers "have with respect to these verbs. 

Formally this means that their interpretation does not involve an assignment com­
mand. From this it does not follow that they denote no programs at all but only that they 
must denote programs that do not change the input-state. They can therefore be interpreted 
as tests. The interpretation of the verb hate is given in (34) . 

(34) hate .... 

Av'A.vAij[i=j /\ hate(V(v ')(j))(V(v)(j))J 

This type of interpretation is exactly the interpretation that is given to all transitive verbs by 
Muskens in his 'Logic of Change'. Note that no decomposition is needed, but it is of course 
possible to use such a decompositional analysis too, if one wishes. A possible example is given in (35). 

(35) transitive stative verb 

AV'AvAij[i=j /\ V(u)(j) = b /\ 91(V(v')(j)) /\ 9i(V(v)(j))J 

In (35) u denotes some property which must have a particular value b in the output-state j, 
which is identical to the input-state such that in effect it is tested whether store u has value 
b in the output-state. It may seem that the above definition is inadequate because it allows 
a state to hold only minimally such that sentences like John was ill for two weeks cannot be 
accounted for. This objection is not correct. The interpretation that has been given so far 
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Obviously this notion of generalized prefix-closedness is closely related to the notion 
of divisivity used in event-based approaches to characterize (at least partly) stative verbs anct 
process-verbs . One problem with using this notion for process-verbs is that they satisfy it 
only down to a certain degree (or down to a certain threshold). For instance, to waltz takes 
at least three steps and to walk takes at least one step. On the present account thi s difference 
is easily explained. Process-verbs are interpreted by non-test-like programs the execution of 
which in volves at least one transition to an output-state that is different from the input-state. 
In the case of waltzing, e.g., a single transition must correspond to at least three steps. This 
just reflects the fact that such programs are modelling a change. But a change can only have 
occurred if the underlying assignment command has been executed at least once. 

What is common to both kinds of programs is the property that if the underlying basic 
program, i.e., the test or the assignment command, is (successfully) executed once the· 
postcondition <j> is already satisfied in the output-state. As was shown above, this corresponds 
to the fact that no progress can be made towards the obtaining of <j> in the sense that there 
can be intermediate states at which <j> does not (yet) hold. Viewed from this perspective, 
point-verbs also belong to this class, as it should already be obvious from the fact that s0 "" 

G<j> holds for this class. It is just this possibility of progress that characterizes programs 
interpreting accomplishments-verbs and achievement-verbs, if in the case of the latter the 
whole program of which the single transition is a part is considered. Thus the second 
classification can be said to be based on the notion of progress which can formally be 
defined as the negation of prefix-closedness. 

The reason why point-verbs can be classified together with stative-verbs and activity­
verbs has to do with the way in which the boolean condition functions . As was mentioned in 
Section (5.1 ), in the case of point-verbs the boolean condition determines the postcondition 
only in a relative way, i.e., only in relation to the value of the active variable in the initial 
state. In this respect point-verbs are similar to activity-verbs and opposed to accomplishment­
verbs. This similarity follows from the fact that in case there is no occurrence of the Kleene­
star the distinction between (generalized) invariance-properties and non-invariant ones is in 
a certain sense neutralized. The program simply consists in the execut~on of the assignment­
command. There is no longer any control-structure. Assigning to the active variable an 
arbitrary value that is different from the one in the initial state and assigning it the other of 
two possible valueJ amounts in both cases to changing the value of the active variable. Thus 
the difference between point-verbs and activity-verbs reduces to the difference with respect 
to the cardinality of the domain of the active variable. Whereas in the former case there are 
only two values, the domain can be infinite in the latter one. As was shown above, this 
possibility results in a particular control-structure because one is no longer interested in a 
minimal change. 
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Radical Underspecification1 
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l f S mantic Underspecification 
Three Leve s o e 

1 . d of as a system of rules or principles that serve 
Natural language ~an be con~;i:e resentations to utterances on the basis of a ~1ven 
the purpose to assign semant1. p h" h can be read off the utterance, plus s1tua­
amount of linguistic information ,_ w t~c idest sense An utterance is vague if the 
tional or contextual !nformat::dl~o ite d:es not co~pletely determine its denota­
semantic representation ass1g "fi d .f the given linguistic and contextual input 
tion It is semantically underspec1_ e '11 d termine a semantic representation. For-

• . ffi • t to umque Y e h t 
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. d" s Their use u ness is , . . 1 be 
disiunct1on of rea mg • d "fi d representatrnns. A typ1ca case may , • f un erspec1 e · b t 
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l t" by associa mg • A th appropriate. trans a rnns d ecified target language representation. no er 
Sentation with an equally un ersp tat1·on 1· s in modelling the process of utter-

d • fied represen · • t • 
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· tterance may, e.g., 
ance interpretation: a.n u 1 . f t1·on which usually leads to an enormous 

f textua m orma ' · ad" by complete absence o con. d h ducing the range of possible re mgs 
d ificatton an t en re 

degree of un. ers~ec_ . ' tion of different kinds. . . • 
adding non-lmgmst1c mforma f d cification can be distmgmshed accordmg 

Different kinds or levels o hu_nherspe d1"fferent problems for the design of an 
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to their structura proper I , 0 fi t 1 vel we have cases of local underspec1 -
. f r m n a rs e , . 1 underspecificat10n ?rma i_s • 1 . global semantic structure. Typical examp es 
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1995) . . . . the other hand, as the one given in Exa~ple \1), _ are 
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unique underlying structure of representations is a hard problem for a compositional 
denotational interpretation. However, there is a variety of similar attempts available, 
which treat underspecification on the representational level (cf. QLF, Alshawi and 
Crouch 1992, UDRT, Reyle 1993, LUD, Bos 1996, MRS Egg and Lebeth 1995, 
Poesio 1994, Muskens 1995, van Eijck 1996) . The common idea in most of these 
approaches is to provide a partial description of semantic representations in terms 
of constraints using meta-variables. As an example, we give a Reyle-style scope­
underspecified representation of sentence (1) in (4), which covers the two specific 
scope readings of (5). The representation uses so-called labels I; as meta-variables, 
and an additional relation of semantic subordination as a relation between labels. 

(4) {11 : \/x(student(x) --+ 12 ),la : ~14 ,10 : pay_attention(x), 11 :SIT, 12 :S IT, 
lo :S l2, lo :S /4} 

(5) {\/x(student(x)--+ ~pay_attention(x)), 
~Vx(student(x)--+ pay_attention(x))} 
On the level of representation, Level-1 cases can be treated as trivial subcases 

of Level 2. The pair of readings in (8) for Sentence (6) is described by (7), where the 
first constraint gives a complete structural description containing a meta-variable 
to represent the lexical ambiguity. 

(6) Bill owns a pen 
(7) 3x(X(x) I\ own(b, x)), X E {pen 1, pen2 } 

(8) 3x(peni(x) I\ own(b, x)), 3x(pen2(x) /\ own(b, x)) 
There are additional underspecification phenomena, however, which cannot be 

subsumed under one of the two classes described above: Semantic underspecification 
induced by ambiguous, incoherent, or incomplete grammatical (i.e., extra-semantic) 
linguistic information. We give examples for the different subcases of these Level-3 
phenomena, in the following, and will discuss their specific properties and problems 
afterwards. 

Ambiguous syntactic information: 

(9) John saw the man with the telescope 
(10) Die Linguistin zitiert das Buch 

[N PnomvaccDie Linguistin]zitiert[N PnomVaccdas Buch] 
The linguist cites the book / The book cites the linguist 
(9) exemplifies the well-known attachment ambiguity. In (10), the grammat­

ical function of the NP complements are underspecified, since subject and object 
can take the sentence-initial position in German, and the morphological informa­
tion attached to the NPs die Linguistin and das Buch is not sufficient to identify 
case. This grammatical underspecification induces semantic underspecification with 
respect to the association of terms with argument positions. 

Incoherent linguistic information: 

(11) * Den Logiker zitiert den Aufsatz 
(11) is a typical example in spoken-language processing: Speech recognition 

has mistakenly identified both articles as accusative forms, which leaves us in an 
information state that precisely corresponds to the information in example (10): We 
know that it is a transitive construction with a subject and a direct object, but we 
do not know which is which. 

Incomplete linguistic information: 

(12) _ Logiker zitiert _ Aufsatz 
(13) .. . Logiker ... zitiert ... Aufsatz .. . 

(12) indicates the case where the article positions could not be identified (with 
the same effect, again, as in (10) and (11)). (13) is an example for the much more 
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radical case where some single words have been recognized, but there is no explicit 
information at all available about the structure of the utterance, and about the role 
which the words play in that structure, which typically happens if an utterance 
is made in a noisy environment, or if keyword spotting techniques are used in an 
artificial speech recognition system. 

It is evident that these radical underspecification phenomena are important. In 
particular, a treatment of cases like (11)-(13) is a necessary prerequisite for s_emantic 
processing of spoken input in any "real-world" application. Unfortunately, m sharp 
contrast to the variety of frameworks available for Level-I and Level-2, Level-3 
phenomena rarely have been taken notice or. Also, there is no straightforward 
way of extending formalisms for scope underspecification to Level-3 cases. Unhke 
scope phenomena, these cases immediately require expressing semantic information 
of arbitrary degrees of underspecification: in the extreme case (13) we just know 
that the semantics of an identified subexpression contributes in some way or the 
other to the semantics of the full utterance, but we do not know for sure in which 
way it contributes. Also, Level-3 phenomena raise the question what the notion 
of compositional analysis might mean at all-even at the level of representation­
given that there is no uniquely identifiable underlying syntactic structure for the 
utterance to be analyzed. 

Our proposal is an attempt to solve the task of the representation of arbitrary 
underspecified semantic information. We will employ meta-variables that range over 
semantic operations, in addition to the meta-variables for object-language expres­
sions used in the scope. underspecification formalisms. The use of operator variables 
will also provide a solution to the task of semantic composition. Scope underspec­
ification ( as Level-2 phenomena in general) will turn out to be a special case of a 
much more general class of ambiguity cases. 

In Section 2, we give a first illustration of how our higher-order constraint 
account works, looking at a simple example of syntactic ambiguity. In Section 3, we 
discuss which kinds of restrictions on our description language may be necessary or 
useful. Section 4 specifies an operational semantics for the constraint language in 
terms of Linear Unification, a modification of Huet's Higher-Order Unification Al­
gorithm. In Section 5, we demonstrate the application of the formalism to syntactic 
and scope ambiguity examples. Section 6 concludes the paper with a discussion of 
further possible applications and required extensions of the formalism. 

2 Underspecification with Higher-Order Constraints 

Let us start with the simplest case. Take X = walk'@j* to be the fully specified 
semantic description of the object language representation walk'(j") for the sentence 
John walks. The operation of functional application is explicitly represented by the 
(left-associative) operator @, taking object language functor and argument as its 
left and right argument, respectively. By means of meta-variables X and Y, we 
can form the underspecified descriptions X = walk'@Y and X = Z@j•, which 
are intended to specify the sets of all expressions of the form walk' ( c,), and /3(j"), 
respectively, where o and /3 are some object-language expressions of appropriate 
type. Note that Y and Z are supposed to take expressions of different OL types 
as values, but both are first-order variables of the description language. Adding 
second-order variables C, C' to the description language also allows to underspecify 
the semantic operation, as in X = C( walk', j*) and X = C' ( walk'). By substituting 
the operator variables C and C' with >.XY.X@Y and >.X.X@j*, respectively, we 
obtain X = walk'@j". However, X = C'(walk') is supposed to cover not only the 

2. In fact it has been an observation by Wojciech Skut which led my attention to the higher order 
character of Level-3 phenomena the first time. Cf. Skut 1995 
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walk'(a) cases, but in addition those cases where walk' takes the argument position 
of a functional application, as in every' ( man') (walk'), or appears arbitrarily deeply 
embedded either in the functor part of a function application, or in its argument 
part, or in an argument of any other semantic operation. 

As object language, we will use the language of extensional type theory 
throughout this paper, for the sake of simplicity. Note, however, that our approach 
is not bound to any specific semantic representation language. We could have used 
any compositional semantic formalism instead, e.g., CDRT (Muskens 1993), >.-DRT 
(Kuschert 1996), or a compositional version of Situation Semantics (Cooper 1993). 

We will call our description language "USDL" (Underspecified Semantic De­
scription Language). Its inventory is given in (14) . 

(14) Symbol~ of USDL are: 

(i) Logical constants: >., = , and generalized conjunction, which is used to 
form finite conjunctive constraint sets (the latter being written in the 
usual set notation, without an explicit operator symbol). 

(ii) A set of non-logical individual constants CON0 denoting constants and 
variables of the object language, and sets of n-place function constants 
CONn, denoting object-language operations (e.g. , @ E CON2 for func­
tion application, Lv E CON1 for every OL variable v, denoting abstrac­
tion over v). 

(iii) A set of first-order variables V AR0 (written as X, Y, Z, .. . ) ranging over 
object language expressions, as well as sets of n-place second-order vari­
ables V ARn for every n E N (written as C1 , C2, ... ). 

If we take USDL to be a reduced version of the lang age of typed >.-calculus, 
the notion of a well-formed expression follows immediately from (14). We designed 
the language as lean as possible - no Boolean operations except conjunction, no 

uantifiers - to keep the formalism simple at first. Although it is rather certain that 
we will need extensions of USDL for more complex examples (see Section 6 below), 
we will stick to the inventory given in (14) in this paper. 

We illustrate the way we employ the description language with (15), a sim­
ple example of syntactically induced underspecification . (15) has the two possible 
syntactic analyses in (16) , which lead to the type-theoretic representations given in 
(17). 

(15) former professor in Amsterdam 

(16) (a) [N, [A former] [N, [N professor ] [PP in Amsterdam]]] 

(b) [N , [N, [A former] [N professor]] [PP in Amsterdam]] 

(17) (a) former'@(in_Amsterdam'@professor') 

(b) in_Amsterdam'@(former'@professor1 ) 

In the following, we will demonstrate how underspecified semantic descriptions 
are assigned to underspecified syntactic representations. As a prerequisite, we need 
a method for compact representation of syntactic ambiguity. We use the general 
dominance relation <l' (reflexive and transitive closure of immediate dominance; see 
Backofen et al. 1995), which allows us to describe the syntactic information common 
to (16a) and (16b) in (18), graphically represented as a "quasi tree" in (19) : 

(18) {N'(Po), N'(Pi) , N 1(P2), N 1(P3), N'(P4), AP(Ps), N(P1), PP(P6), 
Po <1' Pi , Po <1' P2, Pi <l Ps, Pi <l P3 , P2 <l P4, P2 <l P6, P3 <l' P1, P4 <1' P1} 590 
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3 Additional Restrictions on the Formalism 

Straightforward and intuitively appealing as the treatment of the example is, it 
is far from guaranteeing adequate results. The constraint set (22) covers the two 
wanted solutions of our example. However, as brief consideration shows, (22) covers 
a wide variety of undesirable readings at the same time. There are several different 
sources for inadequate results . 
(24) { Ci +-- >.X.it_rains', C2 +-- >.X.iLrains'} 

First, the substitution (24) renders Xo = iLrains' as a solution for (22). 
Given our formalism, as it has been defined so far, the solution goes through, al­
though it is completely unrelated to the semantic information which is encoded in 
the constraint set. This means that we have to take care that operator variables 
be instantiated only in a way that preserves the information contained in the ar­
guments. We will come back to the requirement in a minute, and see that it has 
wide-reaching consequences. In advance, we would like to briefly discuss two other 
problems that arise for our approach. 

One of the problems is that we have to take object-language type compati­
bility into account as an additional source for restrictions, because unconstrained 
substitution may lead to solutions that describe ill-formed object-language expres­
s10ns. 
(25) {Xo = X@Y, X 0 = Ci(walk'), Xo = C2(r)} 

(25) should contain sufficient information to determine walk'@j* as the unique 
meaning representation, given closure information. However, we get the ill-formed 
j*@walk' as well. We will not provide an explicit treatment for 01 type informa­
tion, here, but rather take it that 01 type information can be integrated as sorta! 
information in the description language. We assume that 01 type constraints will be 
reflected in terms of sort descriptions in USDL in roughly the following way: Type-0 
constants are assigned their 01 type; type-0 variables are in general assigned Top, 
but type information contained in NL syntactic catego; ies may be reflected in sort 
restrictions for the associated USDL variables; a USDL function constant like the 
two-place @, e.g., is assigned ( < u, T >, u) ➔ T as sort descripti~n, where u, T are 
variables ranging over sorts. 01 type clashes do not affect syntactic well-formedness 
of DL expressions, but lead to the assignment of a designated semantic value (of 
sort Bottom). We hope that computation of the kind of sort information we need 
can be integrated into our constraint solving mechanism using standard first-order 
unification. We have not looked into the topic in greater detail, however. 

There is a further problem which, however, is in fact a minor one. Instead of 
the substitutions in (23), we could have chosen substitutions that introduce function 
variables into any position in the expression. The most general readings indeed seem 
to be (27a) and (27b), which are generated by (26a) and (26b), respectively. 
(26) (a) { C2 +-- >.X.Ci (Jormer'@C(X)), 

C3 +-- >.X.C(in_Amsterdam'@C4 (X)} 
(b) {Ci+-- >.X.C2(in_Amsterdam'@C(X) , 

C4 +-- >.X.C(Jormer'@C3 (X))} 
(27) (a) Xo = Ci(former'@C(in_Amsterdam'@C4 (professor'))) 

(b) Xo = C2(in_Amsterdam'@C(former'@C3(professor'))) 
This inadequacy is not due to the formalism itself, but results from the way 

in which the input information has been presented . The syntactic constraint set 
(18), which served as the basis for the semantic constraints in (21) and (22), re­
spectively, contains positive statements about syntactic relations only. Thus, it does 
not exclude the existence of additional intervening linguistic material. Accordingly, 
the semantic constraints tell us only about the relative scope ordering of the 01 
constants former', in_Amsterdam', and professor', and do not exclude additional 
semantic objects to appear at any level of the utterance representation. If we assume 
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ally understood, the term denotes an OL expression where both argument places 
of like' are filled by the same occurrence of the term j' . Thus it seems to be 
a reasonable general constraint to allow only single occurrences of (individual or 
function) constants in USDL terms. The same holds for free first-order variables, 
since any possible instantiation would lead to multiple occurrences of constants. 
For second-order USDL variables, the situation is slightly different, since they are 
consistently interpretable as projections like ..\X.X. Thus, we assume that in USDL 
a Single-Occurrence Constmint holds for terms with respect to any description­
language constants and first-order variables (we will become more specific about 
the constraint later). 

4 Linear Unification 

Given the Linearity Constraint, the Single-Occurrence Constraint, and OL type sen­
sitivity, our approach has a much better chance to meet the intuitive requirements. 
However, nothing definite can be said as long as we do not have a general method to 
find out what our USDL expressions precisely denote. The standard way to provide 
such a method is the specification of a denotational semantics. Unfortunately, this 
standard technique is only of limited use in our case. A real semantics that maps 
underspecified representations directly into some appropriate denotation based on 
truth-conditions for OL expressions is not only out of the range of this paper, but 
out of the range of current research in general, as far as structural underspecifica­
tion of Levels 2 and 3 is concerned. A more modest semantics using term algebras 
looks good at first sight, since it assigns USDL expressions sets of OL terms as de­
notations, and moreover could serve as the first step of an indirect, two-step process 
of assigning real denotations. The problem with this approach is that the denota­
tional interpretation does not take us really closer to the actual determination of the 
class of described OL terms. It merely transforms the problem of identifying appro­
priate substitutions to the structurally similar problem of identifying appropriate 
as ignments. We will not pursue the question of a denotational semantics in this 
paper, but instead try to specify a constraint-solving mechanism, which generates 
the possible solutions for constraint sets in a systematic way, and thus serves as an 
operational semantics for USDL. 

There is a constraint-solving algorithm for higher-order constraints, i.e., the 
higher-order unification (HOU) algorithm of Huet 1975. However, this does not 
mean that our task has already been solved. On the one hand, unconstrained HOU 
is an extremely unhandy tool to work with: not only is it semi-decidable, but also has 
a strong tendency towards combinatorial explosion. On the other hand, we have to 
make sure that the algorithm works under the linearity constraint for USDL. In this 
section, we will first give a short outline of the basic mechanism ofHuet's algorithm, 
and then try to adapt it to the needs of our description language. The resulting 
formalism of "Linear Unification" will also exhibit a much better computational 
behaviour. 

4.1 Huet's Algorithm 

The general problem of HOU corresponds to the standard FO unification problem: 
The global goal is to solve a set of equations. The basic subtask is to find substi­
tutions which render both sides of an equation o == /3 identical. The general form for 
the equations is given by O == .\X1 •.• xk. '1i(o1, ... , °'n) and /3 == ..\X1 .. . xk .<I>(/31, ... , /3m)­
The important difference to first-order unification is that the head symbols of 1Jt and 
,p need not be constants, but can also be bound or free variables. Bound variables 
as head symbols behave like constants; terms with constant or bound-variable head 
symbol are called rigid. Flexible terms with free variables as head symbols are the 
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ent arity, as in C(wal~') = walk _J ), a~ rder To cover all possible cases, the 
to the arguments of k m any ~roupm~ an ~ the most eneml r-term with head 
imitation rule requires C to be mstant1ated ".'1th g > k of type 
symbol k (where T is the type of C). If C is of type < o-1' ... , <Tn,.,. , 

h •• ,-:-tk(C(-:-t) C (X)) whereX=X1,---,Xn,theX; T. u > t IS 1S AX. 1 X , ···, m , 

<ri,••:• m, ' d h C·arenewvariablesoftype<o-1, ... ,0-n,Tj_> . . 
are vanables of type o-;, an t e . J . t .11 t te the working of the Im1tat1on 

In (31), a simple example IS given o I us ra 
rule. 

C(walk',j*) = walk'@j* ) 
⇒ C == .\XY.C1 (X, Y)@C2(X, Y) , ·• (Imitation 
⇒ C1(walk',j*)@C2(walk',j') == '/1~!k@J_, (Binding) 

(31) ⇒ Ci(walk',j') = walk',C2(walk ,J ) == J (Decomposition) 
.\XYY (Projection) ⇒ C1 == .\XY.X, C2 = . (B" d" ) 

@y m mg ⇒ C = .\XY.X · · · t ·t a bit 
The imitation step its~lf is dete_rministic. ~;wI::~e1~~:::::~:eth: ~~uements 

of non-determinism _already m this ~nvtl ex_~m~f k) in the second step arbitrarily 
of Care copied m-t1mes (whe~e m IS t ~ :~ In app;opriate specification of the C; 
many of the occurrences can e remolv~- h" h are unwanted in the view of our 
functions. This also leads to many so u ions w IC 

intended application. . th u tion of two flexible terms is to 

reduce~::: !i!~~ 1i7) i1:~1:: :;~:e::~~t:tin; ~~e ~eft head variable with the mo!~S 



general r-term with head symbol k, for some arbitrarily chosen constant k of the 
language (Explosion). This amounts to a recursive Generate-and-test procedure. 
The effect on the computational properties needs no comment. 

In the following sub-sections, we will discuss the necessary changes that the 
HOU algorithm must undergo, in order to meet the requirements of a constraint 
solving algorithm for USDL. We will present proposals for a "Linear Imitation" 
rule, as well as a rule of "Flexible Decomposition" which is supposed to replace 
Explosion. 

The Projection rule does not require a special treatment. Since USDL is 
second-order, only projection terms with first-order head variables are possible, i.e., 
terms of the form >.X 1 .. . X n .X;. By the linearity constraint, the possible projection 
terms further reduce to the trivial case >.X.X. 

4.2 Linear Imitation 

The linearity constraint on function terms requires a modification of the imitation 
rule, for every more than one-place head constant on the right-hand side of the 
equation induces >.-terms with multiple occurrences of bound variables. Thus adding 
the linearity constraint would reduce the application of Imitation to one-place cases. 
We call our modified Imitation rule "Linear Imitation"3. The head variable C of 
the flexible term is not instantiated with the most general r-term with head symbol 
k of the rigid term, but rather with a member of the set of most general linear 
r-terms with head symbol k, which is for o = C(a1, ... ,a,.),/3 = k(/31, .. . ,f3m) some 

>.X.k(C1(X 1), ... , Cm(X m)), such that Xi---~ E perm(X). We give the Linear 
Imitation ("LI") version of Example (31) in (32) below. 

C(walk',j*) = walk'@j* 
⇒ C = AXY.Ci(X)@C2(Y) (LI) 
⇒ C1(walk')@C2(j*) = walk'@j* (Binding) 

(32) ⇒ Ci(walk) = walk', C2(j*) = j* (Decomposition) 
⇒ C, = >.X.X, C2 = >.X.X (Projection) 
r C = >.XY.X@Y (Binding) 

Linear Imitation is clearly non-deterministic, since in general there is no 
unique most general linear r-term. In our example, there are several possible ways 
to apply the LI rule, according to the fact that there is no unique most gen­
eral term, but rather four of them, i.e., >.XY.Ci(X)@C2(Y), >.XY.C1(Y)@C2(X), 
>.XY.C,(X, Y)@Z, and >.XY.Z@C2(X, Y). Globally, however, non-determinism is 
reduced, since all subsequent choices of alternative projections are removed. In fact, 
it is the linear imitation rule that renders non-trivial projection dispensible, since 
it anticipates the different projection alternatives that would have been required 
by general imitation, and coordinates them by sorting out those cases which are 
incompatible with the linearity constraint. 

4.3 Flexible Decomposition 

The part of the general HOU algorithm which has the best chance to lead to a com­
putational desaster is the Explosion rule. If in C1 (a1, ... , a,.) = C2({31, .. . , f3m) both 
C, and C2 are variables, the algorithm recursively produces all kinds of compatible 
instantiations of C1 and C2, respectively. It must do so in order to systematically 
generate those instantiations which satisfy all the constraints. The linearity con­
straint requires us to modify the Explosion rule in a way that only linear substi­
tutions for C1 are guessed. This modification guarantees correctness with respect 
to the linearity constraint, but it does not lead to an essential improvement of 
computational behaviour. 

3. The idea is due to Michael Kohlhase (personal communication). 
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. I odification of the Explosion rul:. 
However linearity allows a more rad1ca m_ h . !so the most typical o.ne m 

' C ( ) _ C (/3) wh1c 1s a • I 
Look at the simple case Xo = 1 ° - 2 ' f t· n terms there are precise Y 

G. 1· 1·ty of the unc JO ' 
our intended applications. 1ven mear d . 
three ways in which °' and /3 can be_ rdate • f the resulting term. In this case, 

First, a and /3 may form d1sJ01nt parts o - H( (3) which just collects 
J constramt Xo - °'• ' • bl the solution should b: a two-p ace . d C (/3) under a common vana e, 

the semantic informat10n contamed m ~1 (a) an°' a~d (3 form disjoint parts of the 
and in addition expresses the informat10n that 
described semantic structure. . " la ,, Then, either a is completely 

Second, °' and (3 may share maten~l, or. ove\/the former case, (3 is the r:s~lt 
contained in /3, or /3 is completely contamed m ad .C an be analysed as compos1t10n 

• t . (3 - C'(a) an 1 c 1 tt e ofapplyingsomeoperat10n o a• . - , ' _ >.X c2(C'(X))). The a er cas 
f C and some new function vanable C (C1 - :__ 'X C (C'(X)). 

o 2 b • C' ((3) and C2 - " • 1 I 
works correspondingly: We o tam.°' = div eneralized to flexible many-? ace 

This solution cannot be stra1ghtforwar • g . ·ther direction, may s1mul-
d .•• t nd mclus10n m e1 . 1 

terms, for the three cases, isJom ness a d t necessarily stand in the s1mp e 
taneously apply. Also, the two head vanables o no ( °' /3) = C2 (,, 8), it may well 
relation that one completely includes the_ot_he~- ~n dC~y J (a= C'(,),8 = C"(/3)). 
be the case that o includes ,, where (3 is me u. e f nctions with a common head 
This requires C1 and C2 to be properly overl?p:~ u call the rule of Flexible De­
part. In (33), we give a general formulat10n _o w a weate the full range of disjoint, 

·t· (FD) which is able to alternatively gener compos1 10n , . 
overlapping, and mixed c_~es, m one step. 
(33) Flexible Decompos1t10n: b . 

Replace C1(01 , ... ,a,.)= C2(/J1, •• • , /3'!') ky , me k < m + n), which are 
• 1 < 1 < ( ,or so - £ 

(i) equations A; for evCer(y/3 i: -(3- )-- a. for some I 2: o, or of th_e arm 
either of the form jl, ···• JI - J' h t th Care pairwise different 

f3 £ I > O such t a e l C(oj1, .. . , °'jl) = j, or some - , s of C1 and C2 occur exact y 
new variables of arity 2: 0, all argument term 
once in one of the A;, and ) d 

(ii) the equations C1 = >.X, ... X,..H(,,, ···: 'ik an k- lace function variable, 
H( r 8 ) where H 1s a new P . k 

C2 = >.Y1- --Ym- u1, ••• , k , . h /3 side of A;, for 1 :S l :S , <r = 
u(,-) is the a side, and u(8;) is t e } 

• I }U{/Jf-Yi\l<l<m • C {a, r X,11 :S_ :Sn I 1 - 1 -determines the equations for 1 
Note that the choice of the A; complete y 

and C2. . illustrates the working of the rul_e ._ ~or 
First let us look at an example which 35) 1·s the maximally d1sJomt 

' "bl I f ns where ( 
equation (35) we give two poss1 e so u 10 , 1· II possible relations between 

' I f that rea 1zes a • 
one and (36) is an example for a so u wn f (35) nd (36) show the immediate 

, f C d C The (a) clauses o a b • d for the arguments o 1 an 2- h . t rmediate result o tame 
output of the FD rule. The (b) clauses show t e m e 

Xo by Binding. 
(34) Xo = Ci(o1,a2,a3,04) = C2(/J1,f32'!3~ U1 = f31,U2 = /32,U3 = /33, 
(35) (a) Z1 = o1, Z2 = o2, Z3 = a3, Z4 - ~ U U U3) 

(b) 
(36) {a) 

C1 = >.X1X2X3X4.H(X1,X2,X3, 4, i, 2, 
C = >.Y1Y2Y3.H(Z1, Z2, Z3, Z4, Y1, Y2, Y3) 
Xo = H(a1,a2,03,04,/31,/J2,/33) _ /3 
Z = a1, C'(o2, o3) = /31, C"(/32) = o4, U - 3, 
C = >.X1X2X3X4.H(X1,C'(X2,X3),X4,U) 
c: = >.Y1Y2Y3.H{Z,Y1,C"(Y2),Y3) 

(bl) Xo = H(o1, C'(o~; 03), 04, /33) . . 
(b2) Xo = H(o,, /31, C (/32), /33) 1 f solutions obtamed by apph-
In (37a) to (37c), we show the three a terna ~vewhich we discussed above . 

cation of Rule (33) to the Xo = C1(0 ) = C2 (f3) cas ' • 597 



(37} (a) Z = a, Y = {3, C1 = >.X.H(X, Y), C2 = W.H(X, Y) 
(b) C'(a) = {3, C1 = >.X.H(C'(X)), C2 = >.X.H(X) 
(c) C'(/3) = a,C1 = >.X.H(X),C2 = >.X.H(C'(X)) 
We can eliminate the use of the new variable H in the overlap clauses (37b) 

and (37c) because of C2 = >.X.H(X) and C1 = >.X.H(X), respectively. We thus 
arrive at {C1 = >.X.C2(C'(X)), C'(a) = /3} and {C2 = >.X.Ci(C'(X)), C'(/3) = a}, 
respectively, and will take these as the direct output alternatives of the FD rule for 
the special case of two one-place terms, in order to keep the notation simple. 

4.4 Computational Properties of Linear Unification 

The modified rules presented in the last two sections allow us to accommodate HOU 
to the needs of USDL. Accommodation is possible in a more cautious and a more 
radical way. The cautious variant consists in just replacing Imitation by Linear 
Imitation and Explosion by its linearized variant. The resulting system is complete. 
It is also correct, if we disregard the Single-Occurrence Constraint. The latter can 
be taken care of by a filter on the output, which sorts out all solutions containing 
terms with multiple occurrences of constants and first-order variables. 

This seems to be an appropriate place to give the Single-Occurrence Con­
straint a precise definition: A USDL term must not contain more than one oc­
currence of any constant or variable, except one-place function variables. Multiple 
occurrences of one-place function variables do not necessarily lead to the duplication 
of occurrences, for they can be substituted by >.X.X. Since this is also the only way 
to make sense of them, we are entitled to add a rule that carries out the substitution 
as soon as a function variable occurs twice, and thus eliminates both occurrences. 

The problem with the cautious variant of the algorithm is, however, that 
it does not terminate, and moreover exhibits a similar tendency to combinatorial 
explosion, as the original unconstrained version does. From a c;pmputational point 
of view, the radical variant is much more attractive. It uses Linear Imitation, and 
Flexible Decomposition in the place of Explosion. Moreover, the Single Occurrence 
Cons raint can be used as an on-line filter, which immediately blocks a path in the 
search tree, as soon as a term is generated which violates the constraint. We expect 
this version of the algorithm to terminate, although the corresponding proof has 
not yet been carried out. 

We also have not proved completeness under the additional restrictions, but 
are confident about it. At least we can say that FD plus Single-Occurrence Con­
straint lead to the elimination of several notorious sources of undesirable computa­
tional behaviour. In the beginning of the last section, we have already mentioned the 
possibly infinite recursive generation of possible instantiations as a motivation for 
the FD rule. Linear Imitation may also lead to infinite recursion in the case of inde­
pendent multiple occurrences of a function variable in the constraint set. Look,e.g., 
at F(g(a)) = g(F(a)). Here immediate projection (F = >.X.X), which unifies the 
two occurrences of g, is not the only solution. LI renders F = >.X.g(C(X)), which 
leads to g(C(g(a))) = g(g(C(a))), and further to g(g(a)), as a solution, as well as to 
g0 (a) for any natural number n, by iteration of the LI rule. The Single-Occurrence 
Constraint filter excludes all but the first alternative, in accordance with the basic 
intuitions discussed in Section 3, and at the same time blocks the recursion process 
in its initial step. 

Finally, we would like to point to the interaction between FD and Single­
Occurrence Constraint. FD reduces the substitution of the head variable in a pair 
of flexible terms to a finite number of alternatives - a number, however , that dras­
tically increases with the arity of the head variables. But many-place function vari­
ables are only introduced to cover the disjointness option for the arguments. Thus, 
the constraint automatically blocks the computationally expensive introduction of 
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f the flexible terms overlap-

t . n variables with higher arity, if the argumtent: osyntactic ambiguities as well 
func JO . 1 mples we want to rea , 

of the typ1ca exa 
and mpaen:nderspecification, are such overlap cases. 
as sco 

5 Examples . . n of the linear unification for-
. . will demonstrate the apphcatJO II as to cases of scope 

In this sect10n, wet t' underspecification example, as we 
malism to our syn ac ic 
underspecification• 

5 1 Syntactic Underspecification I We will be as explicit~ 
• · A t rdam examP e. • f \ m 

We s_tart wit~::e l::::ra~~{:~::~t:ati;s :ot only the ~:::::r:~~t;:t :::~:le. 
possible, for t t undergo but also keeping track ~f thf the different occurrences 
the constram se . , . troduce a numbenng or 
For notational convemence, we m . tion 
ff \ae ( written in square brackets). ume that the two descnp 

o or~e start with constraint set (38), where we as;currence of the OL con~tan\ 
f f' refer to the same O • t nces of funct1ona 

lang~ag:tt::;e;::st;o :::urrences of @ denote _di~:::r~ri;se; to (39) by bind\ng 
pro{., :- without indexing them explicitly. (3~) is[2] by C1(/ormer'@C3(pro/ )), 
app ica_ ion, h It of the substitution of Xo m 
((2'] berng t e resu . , 
the right-hand side of equat10n [l] . 2] X - C (in_A'@C4(prof )) 

(38) [l] Xo = Ci(form~~~~~~:;{;)~ h2(i:_A'@~4(pron~ariant) to [2'] in (39) 
(39) [l],(2_1 C_1 (forfmtherFle;ble Decomposition rule (spdecbl~ ding plus {3-reduction 

Application o e . [ ] nd [4] an m 
yields (40) with the two new constramts 3 a , 

transforms [l] to [l'] of,(42.( !')) = in..A'@C4(pro/'), 
(40) [l] , [3] C'(former ~ 3 pro 

[4] C1 = >.X.C2(C (X)) , ) [3] [4] · (42) 
41) [l'] Xo = C2(C'(former'@C3(prof_)) , , D we would have obtamed 

( By choosing the other overlap vanant ol f ~ 'ror our constraint set. 
h' h I ad to the second so ut1on 

and (43) instead'. w ~~Ce( !')) = /ormer'@C3(pro/'), 
(42) [l], [3] C'(m_A 14 pro 

[4] C2 = >.X.C1(C (X)) , ] [4] 
(43) [l'] X = C1(C'(in_A'@C4(pro/ ))), [3 , tive is completely analogous _t~ 

Since \he computation of the second alter_n~ here. Application of the thir 
that of the first reading, we do n_ot prese:t l~dex~~~l~~t side of [2'] overlap (because 

t' to (39} is blocked, smce ng s1 e 
~rsi:r;1noccurrence of the constant prof'). I the Linear Imitation rule to [:] ~f 

There are two alternative ways to ap~ y tched with a two-place cons ;_?h. 
1) since a one-place predicate is _to em~ - >.X .Z@C"(X) to (41)_- . _e 

(40)/(4 , It in adding constramt [5] C - d (46) by the determm1st1c 
The first one resu s (44) ( 45) an , [3'] d 

lt' nstraint set is transformed to ' d' d) Decomposition of , an 
resu rnf ~~nding with [5] and /3-reduction, (Stan ar 
steps o . ' th [6] respectively. 
another step of Bindmg WI ' '))) 

) [l"] X - C (Z@C"(f ormer'@C3(prof , ( /') 
(44 o - 2 ( /')) - in_A'@C4 pro , 

[3'] z@C"(former'@~f pro -, - >.X z@C"(X) I 

[4'] C = >.X.C2(Z@C (X)), [5] C - '@C (pro/'))= C4(pro/) 
[11 [5] [6] z _ in_A' [7]C"(former 3 

(45) [l'.'.) , 4 '- C (in A'@C"(former'@C3(prof'))), _ _A'@C"(X), [6], [7] 
(46) t~"f t0;; >.l .c2(in_A'@C"(X)), [5'] C' = >-,X~'~x.C"(X)@Z, instead of [5]. 

The other LI alternative "':'ould have b_ee~r~nch stops after another two steps599 
As you can easily check, processmg along this 



since decomposition renders equation C"(former'@Ca(prof')) = in_A', which has 
no linear solution. Special FD, which transforms [7] to [8] and [9], makes (46) into 
(47). 

(47) (1"'], (4"], (5'], (6], 
(8] C"'(prof') = former'@Ca(prof'), (9]C4 = >.X.C"(C"'(X)) 

Note that the other possible result of applying special FD to (7] would lead 
to the unsolvable equation C'"(former'@Ca(prof')) = prof'. - Next, we apply LI 
to (8], which adds [10] C 111 = >.X.U@C""(X), bind with [10], which transforms [8] 
to (8'] U@C""(prof') = former'@Ca(prof'), decompose [8'] into (11] and [12], and 
bind with [11], which renders (48) . 

(48) [1"1, [4"], [51 , [6], [91 C4 = >.X.C"(Jormer'@C""(X)), 
[10']C111 = >.X.former'@C""(X), [11] U = former', [12] C 11111(prof') = 
Ca(prof') 

Application of special FD to [12] yields [13] C"111(prof') = prof' and [14] 
Ca= >.X.C""(C"'"(X)) (note that in this case both FD alternatives render identical 
results); application of Projection to [13] adds [15] C"111 = >.X.X, and by binding 
with [14] and [15] we obtain (49) . 

(49) [1'"1 Xo = C2(in_A'@C"(Jormer'@C""(prof'))), [4'1, [51, [6], [91, [10'], 
[11], [13'] prof' =prof', (14], (15] 

[13'] as a tautology can be removed from the constraint set, which completes 
the derivation. The other branch originating from (42) and (43) would have led to 
a solution containing (50). 

(50) X 0 = Ci(former'@C"(in_A'@C""(prof'))) 

By the closure operation argued for in Section 5-substituting all function 
variables with >.X.X, we obtain the readings of former professetr in Amsterdam, 
which are repeated here as ( 51). 

(51) (a) former'@(in_Amsterdam'@professor') 

(b) in_Amsterdam'@(former'@professor') 

As you may check, these are in fact the only readings which can be obtained 
from the original constraint set. 

5.2 Scope Underspecification 

The example of the last sub-section in fact was a case of scope underspecification, 
already. Two alternative scope orderings of the two modifiers correspond to the 
different syntactic analyses in terms of constituent structure, which can be assigned 
to the N' phrase in question. Insofar, as we analyse scope ambiguities of quantifiers 
and other sentential operators as being based on syntactic ambiguities, which is the 
line of Montague 1973 and May 1985, we can just carry over our analysis. In (53), 
we give the quasi-syntactic tree representing the two scope readings of Sentence 
(52) 4 . 

(52) Every researcher visited a company 

4. We do not care about linear precedence information here. -The syntactic representation is 
taken over from M uskens 1995. 
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(53) . . o rovide the standard quantifying-m treat-

A slight extension I is nece~s(;~) \o ~he interpretation principles given in (20). 
ment. We add the two causes oDL constants that stand for the corresponding OL 
The symbols x; and X3 are US t· I not for two different occurrences of x . 

• bl nd x. respec ive Y, t" 
first-order vana es x; a J, f t" on constant denoting . the 01 abstrac ion 
L . is taken as a one-place USDL unc l 

XJ 

operation with Xj • . d P which is occupied by an indexed empty ele-
(54) (i) For each termmal no e . • - . 

t • dd the constramt X, - x, • . d p 
men e a . d p with daughter nodes P1 an m, 

.. h b" ry branchmg no e • (X ) 
(11) For eac . ma . h "ndex j add the constraint X. = X1@Lxj m 

where P1 '.s an NP wit . I we t~ke every_researcher' to be short for the 
To avoid notational comple~fi1ty, th OL expression >.F[\lx(researcher'(x) ➔ 

h• h • ely spec1 es e 
USDL term w IC uniqu !/ d visit' as shortcut names for 
F(x)) ]. Likewise, we use a_comp~n>.u::rvisit'(v)(u)]. 
>.G[3y(company (y) ➔ G(y)] an t t" of the internal semantics of the noun phrases 

We assume that the compu a 10~ d t !ready and thus start with a subset 
. t S has been carne ou a , 

and the const'.tuen 7 . t t which is graphically represented in (55): 
of the synt:ct1c cons~ram s:~ S S6 4• S1, Si <1 Sa, Si <1 S4, S2 <1 Ss, S2 <1 S6} 
(55) { So <1 S1, So <1 S2' S4 7, d. to (55) is the union of the sets 

. t • t set correspon mg 
The semantic cons ram f 56 here (56a) contains the pre-computed parts 

specified in (a), (b), and (c) o (t l: wt gained by application of (54)(ii), and (56c) 
• t· (56b) the cons ram s (""") of the descnp wn, • I of (55) according to (20) Ill • . • d d by the <1 c auses 

the constramts m uce h , X = a_company', x7 = visit'@x1@x2 
(56) (a) Xa = every_researc er , s 

X @L (X ) X = Xs@Lx2(X6) 
(b) X1 = a xi 4 ' 2 _ C (X) X = C (X1) 
(c) Xo=C1(X1),Xo=C2(X2),X4_- a 7' 6 4 
From these constraints we easily arrive at (5_7!", 

) ( ) X = C (every_researcher'@Lxi(Ca(vtstt @xi@x2))) 
(57 a o i m any@Lx2(C4(visit'@xi@x2))) 

(b) Xo = C2 ( a_co p . t has essentially the same structure as the 
At this stage, the constramt sel d"1scussed in Section 5.1. Accordingly, the 

• t (38) for the examp e • • correspondmg se esulting in the pair of solutions given 
algorithm works in precisely the same way, r • 601 



in (58) , which are transformed by closure to (59). 
(58) Xo = 

C1 (every_researcher'@L,, 1 (C'(a_company'@L,, 2(C"( visit'@x1@x2))))) 
Xo = 
C2(a_company'@L,, 2 ( C' (every_researcher'@L,, 1 ( C"( visit'@x1@x2))) )) 

(59) Xo = every_researcher'@L,,1(a_company'@L,,2(visit'@x1@x2)) 
Xo = a_company'@L,,2(every_researcher'@Lx1 (visit'@x1@x2)) 
The pair of solutions in (59) describes the two possible scope readings of 

sentence (52). 
There are well-known arguments to the end that scope ambiguity should not 

be regarded as an effect of an underlying ambiguity at some abstract syntactic level, 
but rather as a genuinely semantic ambiguity that results from the analysis of an 
unambiguous close-to-surface syntactic representation. The standard technique to 
realize this view is Cooper storage. The QLF formalism offers a technique to gen­
erate underspecified representations from a specific syntactic basis . Muskens 1995 
proposes another treatment, which makes use of a subordination relation between 
labels taken over from Reyle 1993. In the following, we want to show that a direct 
modelling of scope underspecification can be taken to be a special application of 
the higher-order constraint approach of USDL. 

We start by adding two new interpretation rules, one for quantifiers, and 
the other one for one-place sentential operators like negation. As far as treatment 
of scope is concerned, they replace (54). However, the latter may be necessary to 
interpret other uses of syntactic co-indexing (e.g., in connection with Jong-distance 
phenomena). Also, we associate two semantic meta-variables Xk and xi with each 
non-lexical syntactic node Pk (the "upper" and the "lower" semantic value of Pk), 
and modify the functional application rule of (20)(ii) in the way that the lower value 
of the mother is equated with the functional application of the upper values of the 
daughters . We will comment on the purpose of this change" below. The two new 
rules are given in (60) ; the functions I and B will be explained below. 
(60) (i) For each binary branching node Pk with daughter nodes P1 and Pm, P1 an 

NP, add the constraints X~ = Xm@x; and Xi(k) = C(X,@L,,;(C'(X~))). 
(ii) For each binary branching node Pk with daughter nodes P1 and Pm, P1 

a one-place sentential operator, add the two constraints X~ = Xm and 
Xs(k) = C(X,@C'(X~)) . 

As in the Cooper Storage treatment of quantifiers, the immediate contribu­
tion of an NP to the composition process is just an individual variable; the real 
quantifier denotation comes into play in a different way. In contrast to Cooper stor­
age, however, the quantifier is not stored for later use, but immediately associated 
with a certain syntactic node higher up in the tree, by the second constraint. (60ii) 
works accordingly, except for the fact that no variable need to be introduced and 
abstracted over. I( k) is meant to render the node ID corresponding to the widest 
scope position which a NP daughter of Pk can take. B(k) provides the corresponding 
information for operators (which may be sensitive to different syntactic constraints). 
In the simple examples we are discussing in this paper, it always holds that I(k) 
and B(k) identify the root node, so we will not make explicit use of the notation in 
the following. 

The rules in (60) in some sense correspond to the operation of quantifier 
storage. (61), on the other hand, is a kind of counterpart to the retrieval mechanism 
in Cooper Storage and related treatments of quantifiers. As mentioned above, we 
provide two semantic meta-variables for each syntactic constituent Pk. Clause (i) 
of (61) allows semantic operations to intervene between the upper value Xk and 
the lower value X~ at any S node. Clause (ii) excludes this possibility for all other 
categories (lexical nodes are only assigned one meta-variable). 
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S d [' ·,dd Xk = C(X~) 
(61 ) (I) For every - no e k,' 1 d p add Xk = Xk' 

1 -lcx1ca no e k, b 
( • ) For every ot 1er non , th ay that the operator must. e 

II ) d (61) do not mt.eract Ill e w b t 
Note that (60 an P t If S nodes lying on the path Ill e ,ween 

. t. the top-most. S node I(k) ' se , 
applied a bl d,datcs as well (62) 
P and Pi(k) a re poss, e can S t,, (1) from Section 1, repeated here as , 

k mple we take en ence 
As an exa • I 

(63) as its syntactic ana ysis 
d assume • • an d t didn't pay attention 

(62) Every stu en So --------A 
T T pay attenlion 

every student didn't 
T 

(53) t dent' X' == pay_attention', X6 == not', 
( ) X' - every_s u , 3 

(64) a X) = X Xo == C 2(X6@C4(X;))) 
(b) X~ = /@x Xo == C1(X1@L,,(C3(Xb))) 
(c) 0 - ; ' _ X' X == X ' Xo == C5(Xo) . . 
(d) X1 == X1,X2 - 2: 3 whi;h we obtain from lexical msert10n or pre-
(64) shows the constramts t .• g VP (64b) and the NP­

• f the operator-con amrn ( d) 
computation (64a), process1n~ o th rules relating upper and lower values 64 • 
contaming S (64c), as well as ~~:n t:e three constraints in (65), and in turn by 

• 1 ubst1tut10ns, we O • • (66) By s1mp e s . d I re the desired readings given Ill • 

linear unification an \o:u nt'@L (C3(pay_attention'@x))) 
(65) X - C1 (every_s u e x , 

0 = C ( ot'@C4 (pay_attention )) 
Xo - 2 n . , ) 

C ( ay attention @x 1 ) 
Xo == 5 P - d t'@L (not'@(pay_attention @x) 

(66) Xo == every_(stu en t de,,nt'@L (pay_attention'@x)) 
Xo == not'@ every_s u x 

C l ding Remarks 
6 one u demonstrated some applications of the USDL treatment 
In the last sectton, we ?ave. based on the Linear Unification concept presented 
of semantic underspec1ficat10;~ have employed is terminating, as we hop_e, and the 
in Section 4. The alg?nthm e treatment of different cases with a quite ~eason­
examples show that it allows ~\so the general situation seems to be prom1srng Ill 

able amount of computation. . ' . ty of semantic operator constants needed Ill 

view of the fact that the max1t~mt:nt the constraints we start with employ only 
NL analysis is low, maybe on y , m:n - lace variables come into play only _wh:n 
one-place function variables_, that d th yt pthe problem classes of syntactic amb1gmty 

. "b\e optton an a 
d. . • tness is a poss1 , 

1sJOlll . . d finite overlap cases. . . 
and scope ambiguity are ~ d the aper by sketching a few other apphcatton cases, 

We would hke to cone u e bpi th t become apparent Ill connect10n with 
. e open pro ems a b. d f d commentrng on som l (67) which is a com me case o 

an l F" t look at the German examp e , 
the examp es. irs , . . 

. d scope underspec1ficat1on. 
syntactic an . . · t · 
(67) Ein Buch zitiert 1ede Lmgms m l th two pairs of scope readings that 

(67) has four plausible readmgs_, n(a;)e YAs ~o the syntactic ambiguity, which 
d t the English sentences Ill • 603 

correspon ° 



typically arises in connection with fl 'bl G 
on Example (10) in Section 1. ex1 e erman word-order, see our comments 

(68) (a) A book cites every linguist 
(b) Every linguist cites a book 

...... -.. 

P7:V 

I 
t!inBuch. 

....... _,,, Ji 
je,t,, Lingwistin 

(69) ziliert 

Given (69) as underspecified syntactic re r • . 
produce a constraint set wh' h b h p esentat10n, our mterpretation rules 

. IC can e s own to spe • f ti h 
plausible readings given in (70) b L. U . . CI Y exac Y t e set of four 
(70) ( ) V (I' ' y mear mficat10n and Closure 

~ x mg~istin'(x) ➔ 3y(buch'(y) I\ zitier'(x, y))) • 
( ) 3y(buch (y) I\ Vx(linguistin'(x) ➔ zitier'(z y))) 
(c) Vx(linguistin'(x) ➔ 3y(buch'(y) I\ zitier'(y,x))) 
(d) 3y(buch'(y) _II Vx(linguistin'(x) ➔ zitier'(y: x))) 
Thus our formalism is able to treat th' 

look at (69), however shows that th t t is n:1ore comp ex case, too. A closer 
First, there is no uni 'ue assi e rea me~t IS not completely unproblematic. 
ofl(69). If we want t~ exploi~n:;:en: of syntact1~ categories to some node symbols 
induced by the syntactic categor e_ ~pe co~stramts on USDL variables which are 
example) we have to use d' . ytm orSmat1on (we do not need it in this particular 

. ' ISJunc 10n. econd (69) • b d h 
highly simplified syntactic structures i.e. th ' . is ase on t e assumpti_on of 
more plausible ones, like those of (72). ose m (70), rather than syntactically 

(71) (~) [s[Npein Buch][vpzitiert[NPJede Linguistin]]] 

7 ( ) [s[vP[Npem Buch]z1t1ert][Npjede Linguistin]] 
( 2J ((ba)) ([s,[[Npem Buch];[,t;[vP[NPJede Linguistin]zitiert]]] 

s• Npem Buch]·[ [ • d L' • • ]( H . ' 5 NPJe e mgmstm vpt;zitiert]]] 
owever, it seems that a compact t . 

can only be done b k' . represen ation of the alternatives of (72) 
Y ma mg essential use of disjun t' ( h • h I 

other non-trivial cases of synta t' b' . c 10n w IC a so holds for many 
tion induced by this unders ec~~:da; 1gu1ty). Accordmgly, the semantic informa-
introdu:ing a disjunction op~rator int~~~~It structure can only be expressed by 

. Fmally, let us have a short look at th • 
t10n, which is typical for spoken . t L e mcompleteness type of underspecifica-
in Section 1 as an exampl h' ~npu • et us consider the English variant of (13) 
(73) 1 . . . e, w IC we repeat here as (73). 

• .. ogiczan ... cites ... paper ... 
. The USDL treatment is straightforwa d b d . . 

Given that the three fragme t b I r , ut oes not give us a lot of msight. 
n s e ong to one syntactic un • t b 

syntactic constraint set (74) a d . i th . 1 , we can esta lish the 
(74) p, <J• p ,., • p '• n mer e semantic constraint set (75). 

o 1 , ,o <J 2, Po <J P3 

(75) Xu = C1 (logician'), Xo = C2(cite') X - C ( ') 
(76) X H(l · • 1 ' o - 3 paper o = ogzczan , cite', papet.,) 
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By double app.lication of the disjointness variant of FD, we obtain (76). (76~ 
is the only possible solution because the other FD alternatives require ovedap ~ 
the arguments, which is impossible for distinct constants. The solution is intuitive Y 
correct insofar as it encodes the amount of certain semantic knowledge we can der_ive 
on the basis of (73). However, in a case where we have a fragmentary understand1 ndg 

• t de of a spoken utterance, we usually conclude considerably more about the Ill en 
semantics of the utterance, using heuristic devices like the following: "In the c~e 
of lacking counter-evidence take the recognized verb to be the main verb of t e 
sentence, and take the recognized common nouns to be the heads of the compleme_nts 
of the verb". This kind of heuristics in fact has been used in Al speech understandmg 
systems, and is known under the name of "head-driven island parsing"· We canf 
reconstruct the heuristically based inference in the following way: In absenc_e : 
certain syntactic information, we guess (77) as an option for the underspecifie 
syntactic description of (73). 
(77) [s[NP[Det• •· ][N• ... logician ... ][v pcite[N P[D,1, .. ][N' •··Paper .. . ]]]l] . 

The general dominance relation is indicated here by the dots surroundmg 
logician and paper. (77) leads to the semantic description (78), as one possible sc_ope 
reading, where Q1 and Q2 are Type-0 USDL variables ranging over OL determmer 
representations. 
(78) Xo = 

C1 ( Q1@C2 (logician' )@L,,1 ( Q2@Ca(paper')@L,,2 ( C4( cite'@z2@xi)))) 
By application of further heuristic rules, e.g.: "Assume an indefinite dete~­

miner in the absence of an appropriate sufficiently salient antecedent", and "Don 1! 
assume modifiers without positive evidence" (which provides the basis for de~au_ 
application of the closure operation), we arrive at (79) as a hypothesized readmg. 
(79) Xo = a'@logician'@L,,1 (a'@paper'@L,, 2(cite'@x 2@x1)) . 

Two messages can be read off this example. The first one is that the h'.gherf 
order approach opens an interesting perspective for a non-trivial combination ~ 
"deep" conventional and "flat" heuristic techniques in semantic analysis. It has O ~ 
ten been stated that both kinds of processing are required to bring about rob~sh 
and reliable NL understanding systems. In particular, thi·s holds for systems wh~c 

• h' h ombme process spoken mput. However, the few systems under development w 1c c b-
deep and flat processing techniques at all (like the dialogue translation system Ver . 
mobil), run them as separate modules, using different data-structures for semantic 
representation: If the deep analysis fails at some stage, flat analysis starts. from 
the input string or word lattice again and tries to come up with an approximate 
result, disregarding any information obtained from the deep analysis. The re~n 
is that there has been no possibility so far to provide a common framework, _si;ce 
logic-based, compositional interpretation seems to require full grammatical _m orf 
mation. The approach presented here opens the way to a sensible integration ° 
flat and deep techniques, because their operation can be modelled in a commo~ 
formal framework. This allows heuristic interpretation techniques to make use 0 _ 

any portion of information that can be obtained from deep analysis, and vice versa, 
and it allows to compare the results of alternative analysis techniques in ° rder to 
keep them consistent. Thus, the proposed approach may also help to bridge t~e gap 
between logically based semantics and cognitively adequate processing techn•q~s. 

The second message conveyed by our example is somewhat less encourag•;:r 
By presenting (78) as the USDL representation of the result of using the he t­
driven island heuristics for parsing our example we have cheated a little. In fac ' 
by applying the heuristics, we arrive at a slightly more specific information sta~e 
than the one expressed by (78). The assumption that logician and paper are t e 
syntactic heads of the subject and direct object NP, respectively, implies m~r~ tha~ 
just that the predicates logician' and paper' occur somewhere in the restnctio~ ? 
the respective quantifiers. The NP heads may occur arbitrarily deeply embedde 1Il605 



function terms of the form O @( @ @ 
relabona_l nouns with interna; ar~~J:n~s /1l~·), but (di~regarding the possibilit 
possible mtervening modifi t k h ) ly as the rightmost leaf a • y of I er a es t em as arg /J, smce every 
we _wo~ d need a partial description of se urnents. To express this constrai 
which is reminiscent of the "Fu t· I Uquences of operations of arbitra I nt, 1 d · nc 10na ncert • t " ry ength 
ve ope tn the context of LFG ( K am y concept which has b ' 
not allow this kind of "fi _see aplan and Zaenen 1989) Th ,. • een de-w . spec1 cat10n so far. • e ,ormahsrn does 

e are Just at the beginnin f underspecification . Howeve g o our work towards a tool for mod • • 
raise interest in high d r' we hope that the first results are co • • ellmg radical 
information. er-or er constraint-based analysis of natur l~vmcmg enough to a anguage semantic 
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Disambiguation as (Defeasible) Reasoning about 
Underspecified Representations 

Massimo Poesio 

Abstract 

UNDERSPECIFIED REPRESENTATIONS have been proposed as a way of 
formalizing sentence disambiguation in terms of (usually, nonmonotonic) 
reasoning. But in fact the existing theories about the semantics of under­
specified representations either fail to capture our intuitions about ambigu­
ity, or lead one to believe that the kind of inferences used in disambiguation 
have nothing to do with what we usually mean by inference. As a solution, 
I propose a theory of underspecification based on two hypotheses: that dis­
ambiguation is the task of recovering the content of the utterance events 
that take place in a discourse situation; and every utterance event that 
took place in a conversation, including utterances of single lexical items, 
is recorded in the common ground. The underspecified representations I 
propose are representations of what took place in the discourse situation, 
rather than directly about the content of an utterance. It is shown that the 
resulting theory of underspecification offers a more satisfactory account of 
lexical disambiguation and is more general that existing theories, in that 
can also be used to account for structural disambiguation. 

1 Introduction 
A number of recently proposed theories of sentence interpretation make use 
of UNDERSPECIFIED REPRESENTATIONS: logical forms that encode multiple in­
terpretations of an ambiguous sentence (Alshawi, 1992; Poesio, 1995; Reyle, 
1993). Although languages including expressions that compactly 'pack' mul­
tiple meanings have long been used in natural language processing- at least 
since the LUNAR system (Woods, 1972)- this recent work is characterized by 
the intention of using such languages to formalize sentence disambiguation as a 
form of logical inference. (I am using the term 'logical' here in a more general 
sense that encompasses both valid and defeasible inference.) A uniform formal­
ization of disambiguation in terms of, say, abductive reasoning would make it 
easy to account for the interactions among different disambiguation processes 
exemplified by, e.g., the interactions between scope disambiguation and ref­
erence resolution in sentences such as If a cat sees a dog, the cat meows; or 
the interactions between reference and parsing studied by Crain and Steedman 

(1985) . The original hope of some (e.g., (Poesio, 1991; Reyle, 1993)) was to use 
underspecified representations to formulate disambiguation as a monotonic in­
ference process, in which the initial interpretation would stay underspecified 
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until subsequent information could be used to disambiguate.1 Now, a look at 
current theories of discourse interpretation will show an almost unanymous con­
sensus that disambiguation depends for the most part on defeasible inferences. 
Most theories of syntactic and lexical disambiguation these days are statisti­
cally based (Brown et al., 1991; Hindle and Rooth, 1993) ; and nonmonotonic 
logics are the foundation of current theories of speech act interpretation, such 
as (Perrault, 1990), or of tense interpretation, such as (Lascarides and Asher, 
1991) . Some theories of sentence processing that take abductive processing as 
their starting point include (Hobbs et al., 1990; Alshawi, 1992) . Underspecified 
representations have been used as the foundation of such theories, most par­
ticularly at SRI Cambridge. In section §2 below I give an illustration of how 
disambiguation processes can be formalized in terms of defeasible reasoning 
over underspecified representations, according to these proposals. 

But whatever a researcher's position on the role of defeasible inference on 
disambiguation is, (s)he will have to address the following question: what kind 
of inferences are those involved in disambiguation? Reasoning is normally taken 
to be a process that leads from true premisses to true conclusions. I will consider 
the solutions proposed in the literature to the problem of giving a semantics to 
underspecified representations, and conclude that these proposals either do not 
capture our intuitions about ambiguity, or result in inference patterns that can 
only be interpreted syntactically. I will then reconsider what we know about 
disambiguation, and suggest a way oflooking at underspecification that doesn't 
suffer from either problem. Furthermore, the form of underspecification I will 
propose results in a much more general theory of ambiguity processing, one 
that also covers syntactic ambiguity. • 

2 Pisambiguation as defeasible reasoning with un­
derspecified representations 

In this section I will briefly describe how underspecified representations are used 
to formulate theories of disambiguation using defeasible reasoning. I will intro­
duce for this purpose a much simplified form of underspecified representation, 
that captures the essential spirit of the main existing proposals, but has just 
the minimum set of features necessary to make the problem I intend to address 
understood. 

I call the underspecified language I am going to use SIMPLEST UNDERSPEC­

IFIED LANGUAGE, or SU£. From a syntactic point of view, existing underspec­
ified language can be characterized as including two forms of expressions: 'dis­
ambiguated' or 'definite' expressions, corresponding to the expressions usually 
used in semantics to represent an interpretation; and 'underspecified' expres­
sions, used to represent those aspects of interpretation that have to be resolved. 
SU£ includes: 

• Definite Terms: these are the constants k, h 

1 According to some authors, underspecified representations have a role in human cognitive 
processing that goes beyond disambiguation. I will not be concerned here with the question 
of when and whether humans disambiguate. 
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ecified Terms: ±, ii , • • • 
• Undersp . nderspecified term. 

l for ex a defimte or u 
Noun Phrases:[NP ex' d left 

• k croakd, an • . . the predicates croa f' 
• Definite Predicates. 

. d Predicates: croaku 
• Underspecifie . d specified predicate. 

l l for ex a defimte or un er 
• Verb Phrases: VP ex' f P(t) fort a term and p a 

all expressions of the orm ' 
• Basic Formulas: 

predicate. . 11 expressions of the form 
ecified Formulas. a 

• Structurally Undersp d (3 a verb phrase. 
f noun phrase an £ <I> 

ls ex (31, or ex a derspecified formula. I 
b • formula or an un 

Formulas: <I>, for <I> a asi~ d <I> /\ ,JI are formulas. 
• f las then --,-., an 

and ,JI are ormu ' s underspecified in-
d be used to expres . 

•ust describe can . (i e they contain 
A langua~e like£ ~::e::~s that are either lexica~y a~:1~;◊:;bi~~~us (i.e., they 
terpretations o . 1 ·tem such as bank) or re eren t d by underspecified 
an ambiguous le~ica p\essions). The former are represen eli"ke i: For example, 

• anaphoric ex d cified terms • 
contain k. the latter by un erspe k hich is ambiguous 

d" tes like croa u, . h homonym croa w d 
pre ica K ·t croaked, contaimng t e ' d 'd . g' can be represente 
the sentence errni . frog-like sound an yin ' 

e of 'uttering a f l . between a sens 11 underspecified ormu a. 
by the following structura y • 

(1) ls lNP k] lvP croakull . . to resolving the anaphoric 
b assigned, prior f 

h as the sentence he left can e •fi d formula as its logical orm: 
w ere . h the following underspec1 e 
expression e, 

(2) ls [NP ±] lvP left]] t the disambiguated interpreta-
e can also be used to represen and croakd represent the 

The languag The two predicates croakJ h d" ambiguated in-

ti?ns o~ theseds::::~::· of croak, so th~t, for ex~:t~e:;t ~: dying, can be 
d1samb1g~ate K ·t croaked according to wh1 . ·1 l the disambiguated 

tat1on of errni . k (k) S1m1 ar Y, terpre h SU l expression croa d • h left can be repre-
represented by t e d"ng to which it is Hobbes w o 

tion of he left accor i . 
interpreta . n left( h). . fi d languages is their 

t d by the express10 f t underspec1 e . 
sen e b t known feature o curren •fied interpretations. 

Perhaps the es . meaning of scopally underspec1_ ormulas have 
capability of captur;~!~:es and Structurally Underspe~~:e;o:id be done in 
Noun Phrases, _Ve~he definition of SUl to sho""'. that :essions that could be 
been included in well once it were augmented _with e~~ed to the language the 
this language as ' t"fication. For example, if we a ry kid climbed a 
used to represent quan l ld represent the sentence eve 

and a we cou 
expressions every ' . 
tree as: 

(3) 
(kid)] [yp lv climbed] lNP a(tree)lll 

ls lNP every 
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But although scopal ambiguity has been the primary motivation for introducing 
underspecified representations, adding quantifiers would only make the discus­
sion of the semantics of the language in the rest of the paper more complicated, 
without adding anything to the point I intend to discuss; therefore I will limit 
myself in this paper to a discussion of lexical and referential ambiguity. 

The one known limit of languages like SU,C is to express syntactic under­
specification, e.g., the fact that John saw the man with a telescope can have 
two interpretations. This is not typically considered a problem, on the assump­
tion that syntactic ambiguity is treated differently; the result however is that 
underspecified representations like SU.C do not integrate well with models of 
disambiguation in which semantic plausibility checking is performed in parallel 
with syntactic structure building. We will return to this point again . 

I wi]] assume here that disambiguation is a process of defasib]e inference, 
and I wi]] use Default Logic (Reiter, 1980) to formalize the reasoning involved 
in disambiguation. Default Logic is much simpler than the theories of non­
monotonic reasoning actually used in the NLP literature-among other things, 
there is no way of expressing priorities among defaults- but its properties are better known. 

(4) 

A quick reminder of Default Logic terminology: a DEFAULT INFERENCE 

RULE is a generalization of a traditional inference rule. It takes the form 
a(x):/Ji (x) ••• /Jn(x)/ -y(x), where a(x) is the precondition, -y(x) is the con­
sequent and /Jr(x) •• • /Jn(x) is the set of JUSTIFICATIONS. For example, the 
default Birds typically fly is represented by the default rule BIRD-FLY, 

bird(x): flies(x) 
_ _ _ _ _ _ _ _ _JRD-FLY 

flies(x) 

whos"l interpretation is as follows: if x is a bird, and it is consistent to assume 
that x flies, then we can assume that x flies . A DEFAULT THEORY is a pair (D, W) 
where Wis a set of formulae of the language L, and D a set of default inference 
rules . Whereas in normal logic such a set of formulas together with a consistent 
set of axioms and inference rules generates a single consistent theory, a default 
theory may generate more than one EXTENSION; each extension represents a 
consistent 'closure' of the set of formulae W under the logic of L augmented by 
a subset of the default inference rules in D. 

Disambiguation can be modeled using a language like SU .C and a non­
monotonic logic such Default Logic as an inference process which starts from a 
set of formulas possibly containing underspecified expressions and ends up with 
one (or more) extensions, each consisting of completely disambiguated expres­
sions. Disambiguation rules can be formulated as default inference rules whose 
premisses are underspecified or definite formulas, and whose consequences are 
more specified formulas. These rules are mixed with default rules like BIRDS-FLY 
that encode commonsense knowledge. As an example, the process of lexical dis­
ambiguation may consist of rules such as: 
(5) 

fs [Np x] [vp croakul] /\ frog(x): croak1(x) 

_ _ CROAK1-IF-FROG 
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[ ] [ croaku]] is in K IF-FROG states that if the senten~e [sf NgP t~env!sume that the 
ROA r . . k that X IS a ro , . . . 

C • "tial interpretation, and if it no~~ t x uttered a frog-like sound, if it is ~he im d interpretation of croa ku was a 

mtende 2 . k d can now be • t nt to do so. . t ce Kermit croa e 
cons1s e ess of disambiguatmg the sen en . of the default theory 

The proc f mputing the extens10ns r d as the process o co (k)}) 
forma ize } {[ [ kl[yp croakul] , frog 

{CROAKrIF-FROG , S NP . . ht · 
(6) ( • • (7) if you set up your logic ng . h Id have the single extens10n m , 

that s ou croaku]], frog(k), croak1(k)} 
(7) {[s [NP kl[yp . . ·1 r way to formalize the 

f be used m a s1m1 a d d he machinery introduced_ so ar ca~ en that the language is properly exten e 
T of reference resolution and, g1v . b" tion (For an example of how 
process t £ malize scope d1sam igua . . 1994) ) 
as discussed above, o ;~ h wi 1992); of the latter, see (Poes10, .t impor-

do the former , see ( s a . ' . . n has many advantages, mos 
to This way of fmmaii,iog d,~mh,guatm with what is kno= about th,. way 
tant of which is that_ it. seem~ con:::::: psychological studies3 se~m to l~i;­
humans process amb1~mt~. any enerating multiple hypotheses m para :• 

t that disambiguation mvolves _g hl ked if there is one such, and ot -
ca e • the one which is most h1g y ran h"s is what one would expect 
cho~smg • "ng at a PERCEIVED AMBIGUI:Y. T I ith conflicting defaults; 

:;;::::~~~:ation were a defeasible reason~;r~:;:~~s:owa separate extension of 
~ach alternative hypothesis woul~ ::e:e~e to add to the theory in (6) the new 
the default theory. For example, 
d fault inference rule in (8): 

e [ ] [ croaku]l /\ human-like(x): croakd(x) CROAKd-IF-FROG (8) [s NP x VP 

croakd( x) 

ld obtain two extens10ns see • ( (Poesio, 1995) for discussion) . 

we wou k ]] frog(k) human-like(k) , croak1(k)} 1. { [s [NP kl[yp croa u , ' 

k ]] frog(k) human-like(k), croakd(k)} 2• {Is [Np kl[yp ccoa u , ' ? 

"fl d Representations• • with U nderspec1 e 3 Reasonmg . 

Both monotonic and nonmonoto p . t e if it can be derived from other nic reasoning are built on the same assumpt::: 

about inference: we conclude t~at ·:Sw:uwant to model disambiguation a\ a 
already known to be true. T u~, I t say that some initial facts about t e 
defeasible inference process,£ we .br~nf:r a conclusion from these. As it :~ms 
sentence are true, and to de eas1 y mantics of underspecified represent~ wns 
out the existing theories about thhe se that preserve this traditional notion of ' d • t o camps· t ose 
can be divide m w • K -IF-FROG should not be 

2The 'theory' of lexical disambig~ation enc;~~~l~:st<:!eO~w ~isambiguation with under-
• 1 This example is Just mean 

taken too senous Y· . . icall formulated. . 
specified representat10ns is typ 19i5) for lexical disambiguation. 

3See, e.g., (Marslen-W1lson, 
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'inference' but do not real! • 
andJh~se tha~ result in a v:riaxi~:r::tu:~::~ti~~~ ;bout what ambiguity is 

n erspec1fied representat. o 1n1erence'. ' 
ous ions are used to • t expressions,4 and more or I II m erpret semantically amb· 
sem t· ess a attem t igu-

an IC ambiguity try to capture the . . . p s at providing a definition of 
expression is one that has 'm It· I mtmt10n that a semantically amb· ·d· u 1p e meani , 0 iguous 
:~ i~g ~ treatment of ambiguity is (Pinka~g; • ne of the best attempts at pro-

b1gmty a special case of IN , 995a). In that book Pinkal k 
DEFIN "f DEFINITENESS· A t , ma es 

!TE I and only if in certain situa . • s~n ence is SEMANTICALLY IN-
relevant facts, neither "true" nor "fa! t1~ns, despite sufficient knowledge of the 

;:Jue (~inkal, 1995a). The notion of ;:d:;\be cl~a:ly assigned as its truth 
e not10n of PRECISIFICATI0N: m eness is formalized in terms of 

Preci~ification Principle: A sentence • • 
t1on if and only if it can be precisifi : ~f mde~nite truth value in a situa-e ternatively to "true" or to "fa! ,, 

where expression a in context c c se • 
::::ea ~an _assume according to its :a:~n;~:~~S(I~IE)D. to s iff (i) s is a sense 

o a m c. ' 11 s 1s more precise than th 

Essentially all current th • f e th· "d eones o unde .fi • 
. IS i_ ea of precisification; where the d"fi rs~e~1 cat10n can be reconduced to 

t'.on is formalize. One approach to y I er I~ m ~ow the notion of precisifica-

:~~::/0 b; the ~isambiguated inte~;!:::r:~:fi::!tn is ~o take the precisifica-
. . . un erspec1fied representation b can e extracted from the 
imtial underspecified logical form ~ means of _syntactic operations on the 
~ate!!~ by disambiguated ones or i~ ::ec c as refplacmg all underspecified predi-
pu mg out' ' ase o scopally lf (1987)1 Th op~r~tors by methods similar to thos da; iguous expressions, 

. e ongmal QLF proposal an e use y Hobbs and Shieber 
(Alsh_aw1 an~ Crouch, 1992; Reyle, 1993~ ~DRS proposal fall in this category 

~1~kal himself and Deemter (v • prec1S1fications. They b th an Deemter, 1991) hold a different • a o argue that wh t t , view on 
n ex~ression gets interpreted i e th f a . ge s precisified, is the way that 

~o logical expressions. Pinkal •• , e u~ct10n that is used to assign a val 
m wh· h h uses a vanant f th ue IC t e value assigned by a . t . o e supervaluation method 
~, [a], is determined by the val:et er~retat1on function [.] to an expressio~ 
/lassical' interpretation functions· inastsh1gned to that expression by a set V of 
1or example [ ] . • e case of a prop ·t· 1 _ . '. P = 1 1f for all Vin v, V( ) _ . ~si wna expression p, 
- 0, otherwise, [p] is undefined Th p - 1, [p] = 0 if for all V in V V( ) 
assumpt· th • e model used by p· kal ' P wn at a partial order relation of ' I~ imposes the further 
. •The term 'underspecified' . . . more precise than' is defined over 
mformation'. I will _18 itself ambiguous, and has also b • 
ambiguity goes uncle;~~ use it to capture the form of ambiguit~e~hu:ed to mdicate 'lacking 

s A variant f th· e name of homonimy. a m the case of lexical 
. o IS approach prop d • ( cat10ns 'semantically' or 'bot , , ose m Poesio, 1995), is to deriv of intensional objects tom-up , by making the expressions of th e the set of precisifi-

sentential expressions) (e~!d ~etsl of_functions from situations to truthe la~guage denote sets 
example, an expressio~ lik y ettmg the ambiguity of expressions ' va ues I~ the case of 
which denotes a set of ;. [g [NP kl[yp croaku]], which contains /::~agate so that, for pre icate denotations will . t -express10n croaku , m urn denote a set of propositions. 
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the interpretation functions in V. This technique for assigning a semantics to 
underspecified expressions has very interesting logical properties, but is more 
lirnited than the other approach in that it does not extend easily to assign a 

sernantics to scopally underspecified expressions. 
Let us now abstract away from the technical implementation of the no-

tion of precisification, and consider how we can define a notion of truth in an 
underspecified language, TRUEu, given a treatment of semantic ambiguity in 
terrns of precisification and a notion of truth in a standard logic 'TRUE' •

6 
Let 

A be an underspecified expression, and let {A1 .•• An} be its precisifications. 
Pinkal's Precisification Principle leads naturally to what Deemter called the 
'strong' notion of truth: A is TRUEu (FALSEu) iff all of the precisifications 
Aj are TRUE (FALSE). The only alternative to be seriously examined in the 
literature is what has been called the 'weak' notion of truth: A is TRUEu iff 

at least one of the precisifications Aj is TRUE. 
The problem with the weak notion of truth is that it doesn't capture our 

intuitions about ambiguity. Consider the sentence He left, and consider a model 
in which there are only two objects, Kermit and Hobbes. According to the weak 
notion of truth, the sentence is true iff either Kermit or Hobbes left. But this 
is not what our intuitions seem to suggest: we want to say that the sentence is 
true iff the intended interpretation of it is true, and false otherwise. If speaker 
A utters the sentence intending to refer to Kermit, and Kermit stayed, we don't 
want to predict that the sentence was true in case Hobbes happened to leave. 

The weak notion of truth does, however, have an advantage, and that is 
that there are no truth gaps. If we adopt the strong notion of truth, our 
disambiguation inferences take a very strange character. Consider the inference 
steps taken in the example of lexical disambiguation discussed in the previous 

section. They went as follows: 

l. [s [NP kl[yp croaku]] 

2. frog(k) 

(premise) 

(premise) 

(1., 2., CROAKrlF-FROG) 
3. croak J ( k)} 

If we assume the strong notion of truth the first premise, 1., is neither true nor 
false. So what we have is a sequence of inference steps which do not depend on 
the truth or falsity of the intermediate steps, but only on their syntactic form. 

One could reply that there is nothing wrong with this: inference is typically 
defined in a syntactic fashion, and the notion of extension in Default Logic is 
even more syntactic that corresponding notions in other non-monotonic theo­
ries. Instead, what I am going to suggest is that we reconsider what it is that 
we are reasoning about when disambiguating; and that by doing so, we can 
get a theory of ambiguity and underspecification that does not rely on such 
inferences, and one, moreover, that is much more general than those proposed 

until now. 
6
Because I am mostly interested in defeasible inference, I will not consider the definition 

of entailment. For various ways of defining that, see again Deemter's thesis. 
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4 Disambiguation and the Discourse Situation 

There is a widespread consensus that to disambiguate humans take into ac­
count both information about the semantic content of utterances and informa­
tion about the DISCOURSE SITUATION-pragmatic facts about the context of 
utterance, each other's intentions, and so forth. An example of pragmatic in­
formation that clearly plays a role in disambiguation is information about the 
'rhetorical structure' of a text or dialogue, defined as the way the intentions / 
speech acts expressed by each utterance relate to each other. This structure 
plays a role in the interpretation of definite descriptions and other anaphoric ex­
pressions (Grosz, 1977; Fox, 1987; Grosz and Sidner, 1986), of tense (Lascarides 
and Asher, 1991) , and of ellipsis (Kehler, 1993). If we want to preserve Clark 
and Marshall's (1981) original hypothesis that that utterances are felicitous in­
sofar as the speaker only relies on shared knowledge for their interpretation, we 
must conclude that the common ground consists of, or at least includes, infor­
mation about the discourse situation, such as what speech acts were performed 
by each conversational participant, and their relations. 

I propose to take the claim that the common ground includes information 
about the speech acts that took place as the foundation for my theory of un­
derspecification. I want to go one step further than existing theories of speech 
acts, however, and claim that the common ground includes not only informa­
tion about 'complete' speech acts, but also information about the occurrence 
of smaller utterance 'events,' such as the event of uttering a single word, or 
even a fragment of a word. I will call these 'small utterance events' MICRO 
CONVERSATIONAL EVENTS. I propose, that is, that as a result of an utterance 
of the sentence Kermit croaked, we obtain a common ground that includes the 
information in (9). 

(9) 

;_·ce1: I utter(a, "kermit") I 

µ-ce1"" k 
cat(µ-ce1) = NP 

µ-ce2: I utter( a, "croaked") I 

cat(µ-ce2) = VP 
cat(µ-ce3) = s 
µ-ce2 -< µ-ce3 
µ-ce1 -< µ-ce3 

We have in (9) three 'micro-conversational events': an event µ-ce1 of uttering 
the word Kermit, of category NP; an event µ-ce2 of uttering the word croaked, 
of category VP; and an event µ-ce3 of syntactic category S, with constituents 
µ-ce1 and µ-ce2. 

I have used a ORT-like 'box' notation, but I will use this representation as 
a quasi-first order language with the usual semantics, in which terms denote 
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f b • ts The 'discourse 
. d rties denote sets o o JeC • 

objects in the umverse, an prope b thought of as constants. The language 
ts' µ,- ce1, µ-ce2, and µ,-ce3 can e 

ref~r:s the following function symbols: . . 
JilC u f t" that maps a micro-ce mto its syn-

• the function cat denotes the unc ion 

tactic category. . 
(famil of) functions that map a mic:o-

the symbol "" denotes the y ( b low)· I write this function 
• conversational event into their CONTENT see e , 

in infixed form. · 1 
. ion that maps a micro-conversat10na 

• the symbol-< denotes the (par'.ial)alfunct t ·t ·s a constituent of. I will also 
. th • a-conversation even i 1 . • e 

event mto e mic! . d. t the transitive closure of -< , i.e., e -< 
use the symbol -< to m_ 1ca e II h t -<* e' and e" -<* e. 
•ff either e = e or there is an e such t a e . h 
1 d. g to whic 

. 1 D vidsonian manner, accor m . 
Events will be treated m the u::: for\he event. I represent the Davidsoman 

edicates have an extra argum d . (Kamp and Reyle, 1993) -
pr ' . d , th predicate proper, as one m r I • ( • )\l 
argument outs1 e e . . J h ·11 be represented as in etk,11 m,J JJ 

h t of Mary killing o n w1 f 
for example, t e even t· al events are (i) the existence o a 

• f micro-conversa 10n • th • 
The key properties o their CONTENT, an object denotmg ~ir 

function"" from utterance events t~- th t the content may be at some pomt 
ordinary semantic translation; and (11) r:und represented in (9) 'underspeci­
unspecified. What makes the com:~: g-ce3 are not provided. This com~on 
fled' is that the contents of µ,-ce2 µ, t f uttering the phonetic stnng 

•fi b t µ, ce2 that an even o Th. • 
ground only speci es a ou - . . t h d is left unspecified. is is, 

1 hat content this even a . 1 "croaked" took p ace; w_ ntation of lexical items, prior to lexica ac-
1 suggest, the underspecifie~ rep~ese. lved in lexical ambiguity is interpreted 
cess The kind of underspecification ~nvo t t of a micro conversational event 
her~ as lack of information about t le ~onl)endisambiguation task is formulated 

• l ·t m- and the ( exica A ·11 of uttering a lexica 1 e , f . o conversational events. s we wi 
as the task of inferring the content o micr - t a second form of underspeci-

b low this model can also be used to cap ure 
see e , , t l' 
fication, that we may call struc ~~ad . esentation I propose can serve as the 

Let us see how the underspeci_ e r_epr 1 us to those seen in section §2. 
basis for formalizations of disambiguati_on_ ana_ ogo 
Let me introduce the following abbreviat10ns. k 

·[ ·sem k] stands for cat(µ,-ce1) = NP and µ,-ce1"" 
• µ,-ce1 • NP • 

·[ . hon "croaked"] stands for: 
• µ,-ce2 . VP .p ( ) - VP 

cat µ,-c;'.'.e::.-2'-------:--:-~ 
µ-ce2: utter( a, "croaked") 

ls µ,-ce1:a µ,-ce2 :{3] stands for: 

{ cat(µ,-ce3) = s, 
µ,-ce2 -< µ,-ce3, 
µ,-cei -< µ,-ce3} U 
{ µ,-ce1 :a, µ,-ce2:/3} 

615 



the rule CROAKrIF-FROG can now be reformulated as follows: 

µ-cea:[s µ-ce1: fNP :sem x] µ-ce2: [yp :phon "croaked"]] 
/\ frog(x) µ-ce2 "-' croak, 

----------------------------CROAK,-IF-Fftoa 
µ-ce2 "" croak I 

the default theory consisting of (9) and of this default rule is: 

(10) ({CROAK1-IF-FROG}, 

{µ-ce3:fs µ-ce1: [Np :sem k] µ-ce2: [yp :phon "croaked"]] , frog(k)}) 

This default theory has the extension in (11). 

(11) {µ-ce3: fs µ-cei=fNP k] µ-ce2=[yp croakr] ], frog(k)} 

The crucial point, with respect to the discussion in the previous sections, is 
that (11) is obtained through a fairly standard (if defeasible) chain of inference 
steps. The underspecified language just proposed, unlike SU£, does not require 
a special semantics, since it does not contain constructs equivalent to those used 
in SU£ to represent underspecification. The functions-< and~ can be given 
an interpretation within an ordinary (typed) model. This is also true of the 
construct used to represent events. Hence, (9) is going to represent either a 
true or false state of affairs. Our inference chain starts from what we know is 
true (about the discourse situation), and we hypothesize that something else is true. 

What is, then, the connection between this form of underspecification and 
Pinkal's theory of 'ambiguity as multiplicity of precisifications'? Where did the 
notion of 'precisification' go? The answer is that the model-theoretic notions 
of precisification discussed in previous sections are going .to be replaced by 
a proof-theoretic one. The precisifications of Kermit croaked in a determined 
discourse situation, I suggest, are the extensions generated by the default theory 
that formalizes that discourse situation. This move has at least two significant 
consequences. First of all, we give up on an 'absolute' notion of ambiguity: our 
notion of 'ambiguity' is relativized to discourse situations, in the sense that the 
same expression is going to have different precisifications in different contexts. 
Secondly, controlling the combinatorial explosion of interpretations becomes a 
matter of controlling the inferences. 

Some readers may perhaps wonder whether it was worth our while to come 
up with yet another theory about underspecification, if the only advantage of 
this theory were that it preserves the traditional notion of inference. In fact , the 
most important advantage of this theory is not that allows us to formalize dis­
ambiguation within a traditional semantics, but that it leads to a more general 
and, in many ways, more plausible account of ambiguity and of the disambigua­
tion process. We will see in the next section a clear case of disambiguation that 
can be formalized within this framework, but not using languages like SU£. 
But the advantages of the current proposal over SU£-style approaches to un­
derspecification can already be seen with lexical disambiguation. The theory of 
lexical underspecification and disambiguation discussed in the previous sections 
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• t the lexical entry of croak referred to a pred-
depended on the assumpt10n t~a "bl h thesis: under most theories of Th• • tty 1mplaus1 e ypo • 
icate croaku. is is a pre . . . h d from polysemous words m • • h m words are d1stmgms e 
lexical amb1gmty, omony h d" tinct lexical entries (see, e.g, (Cruse, 
that the former, unlike the latter, ave I~ 1 d" mb1·guation can be formalized 

k • t osed lex1ca 1sa . 
1995). In the framewor JUS prop '. h 1 •c I entry for the word-strmg 

"bl b treatmg eac ex1 a 
in a much more plaus1 e way, Y f micro-conversational event 

• d b the occurrence o a 
croak as a default tngge~e ,Y ified' redicates such as croaku can be 
of uttering that word stnng; unders:se~1wuth ~r newspaper, in which case they 
reserved for polysemous word~ such t · In other words, the framework 

• t d d predicate seman ics. b t 
can be given a s an ar . "th what is currently known a ou just introduced is much more consistent w1 
lexical ambiguity. 

5 • A b" ·ty Robust Discourse Interpre-Syntact1c m 1gm , . 
t • d Radical U nderspecificat10n ta 10n, an 

• • ed on languages like SU£ cannot be used 
Theories of underspec1ficat10n bas d 1 . st d1·scussed on the contrary, 

• • b" ·t The mo e JU ' . 
to formalize syntactic am igm y.. b" ·t ·n a straightforward fash10n . A 
generalizes to t e case O . f K ·t croaked i.e . one m wh1c no • h f syntactic am 1gm Y 1 . • h t 

'radically underspecified' interpretation o hermbi dete;min~d 7 is simply one 
f th sentence as een ' even the syntactic str~cture o e b- tituents is not present: 

in which the informat10n about su cons 

(12) 
;_·ce1: [ utter( a, "kermit") [ 

µ-ce1 ~ k 
cat(µ-ce1) = NP 

µ-ce2: [ utter( a, "croaked") [ 

cat{µ-ce2) = V 

• • • t • ·ust the information that a noun phrase 
The common ground in (12) con :m(sl~) our initial interpretation of Kermit 
and a verb were uttered. If we ta e ast t· structure would have to be in-

• £ t· about syn ac 1c ( ) 
croaked, any other m orma wn_ . b means of default rules such as 1 , 
ferred in the course of disamb1guat10n, fy t 'S' when an event of type 

of an event o ca egory . 
that infers the occurrence f cat 'VP'. (µ-ce 3 is a new micro 
'NP' is immediately followed by an event o 

conversational event .) d d. th" paper has obvious connections 
f d• b" ation defen e m is k 

The view o ISam igu . tactic disambiguation ta en • d d t·on' perspective on syn . 
1 with the 'parsmg as e uc I . h inferences deriving new sentent1a 

in Categorial Grammar. In particular' t e . ) 
-- - ---:----:-:--:;---:;--::=:=~0 • • r I know to Manfred Pmkal (p.c. ' d "fi tion' is due as ,ar as , h . 

7The term 'radical un erspec1 ca , ification capable of dealing with t e issues who is also developing an approach to underspec 
discussed in this section (Pinkal, 1995b). 
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µ-ce,:[NP[-q) ·sem /3] 
• 11 µ-ce2 : [yp :sem c,J /\ 

JJ,-ce, < µ-ce2 : µ-ce3: [s 
:const {µ-ce, µ-ce } . 

µ-ceJ'fs . t { ' 2 .sem O<(fJ)J 
• .cons µ-ce, ,µ-ce2} :sem 0<(/J)J 

Figure 1: A defeasible rule for parsing 

constituents in Categorial G 
f d. . rammar can be r l d . . 

o 1samb1guation as inferences h th . . eana yze w1thm the current model 
c_onversational events-with the d~:re es1zmg the occurrence of larger micro­
t10nal properties of categorial grammar nee, of c~urse, that the nice computa­
tors as defaults. More in general a are lost if we reinterpret the construe­
over underspecified representatio~s pa;:er that works by defeasible reasoning 
more efficient) methods found in th r~-t er than by the tried and tested (and 
will not be taken very seriously I a e I erature,_ may be taken as an overkill 
the existing techniques for tre~tin m not_ suggestmg that we should throw awa; 
and replace them with de,. 'bl g pars'.ng ambiguities in an efficient fa.sh· 
th 1eas1 e reasonmg 10n, 

ere are some reasons for thinkin of s p:o~esses of high complexity. Yet 
that_ operate together with other d!fau1tnt~ct1c mterpr~tation rules as default~ 
the mteractions between pp-attach t dne of them is that this may explain 
exam?le, by Crain and Steedman (l;e0 ; reference res_olution observed, for 
the kmd of input one sees in spok • sec~nd reason Is found by observing 
fragment in (13), from the 1991 T::rionversat1?ns. Consider for example the 
of Rochester· s transcnpts collected at the u • . • m~~ 

(13) 88.3 
88.4 
88.5 
88.6 
88.7 
88 . 8 
88 . 9 
88. 10 
88.11 
88 . 12 
88.13 
88.14 

there's 
let me 

let me summarize this and 
make sure I did everything 
okay 
the current 
we take 
f okay 

plan is 

I'll say 
we'll start with the bananas 
we take engine E2 
... and 

correctly 

Current th~ories about how to deal with thi . . 
two strategies: either to claim that . s kmd of mput usually involve one of 
knowledge at all; or to assume a 'd pal rsmg doesn't really involve any syntactic 

t· ua parser' st t • m? I~ated parser and a semantical] -driv ra egy, m which a syntactically 
cntenon exist for choosin b t y en parser work in tandem and 

. g e ween the out t f h , some 
~nderspec1fication just proposed pu ~ o t e two. The model of radical 
is first processed by a lexical suggests a third possibility: that spoken input 
F 'dd ' processor and b 

I . itch (Hindle, 1990), resultin in a . may e a partial parser such as 
as m (12); and that the subsequ!nt st: rad1ca'.ly underspecified interpretation 
default r~les with different priorities :it of disambiguation are performed by 
conversational events both accordin , t ich en~ode ways of combining micro­
semantic knowledge. g o syntactic knowledge and according to 
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6 Scope Ambiguity 

So far I haven't said anything about scope ambiguity, which is the kind of am­
biguity that historically has motivated the work on underspecified representa­
tions. It should be clear that once we can give an interpretation to structurally 
ambiguous sentences, we can also give an interpretation for scopally ambiguous 
ones: the discourse situation in the case of a scopally ambiguous sentence such 
as Every kid climbed a tree will be as in (14). (I have used the abbreviations 
introduced in previous sections.) 

µ-ce1:S 

µ-ce2:NP µ-ce3:VP 

(14) 

µ-ce4:V µ-ce5:NP 

every(kid) climbed a(tree) 

The really challenging task, then is to show how scope · disambiguation can 
work within this framework. Most models of scope disambiguation assume the 
existence of an inference mechanism able to infer scope relations between oper­
ators: thus, in Reyle's Underspecified DRS, in which every DRS 'box' is assigned 
a label, it is assumed that disambiguation is performed by unconvering order­
ing relations l; ~ lj among labels; in (Poesio, 1991), as in QLF (Alshawi and 
Crouch, 1992), an index is assigned to each operator, and underspecified repre­
sentations are augmented with sets of ordering constraints among these indices. 
In all of these proposals, the ordering among labels affects the semantics of the 
underspecified expression, in the sense that the procedures that compute the 
set of precisificp,tions of underspecified expressions only generate the readings 
that do not violate the orderings. Partial as well as total disambiguations can 
be represented. I will show that this theory of scopal disambiguation can be 
modeled faily easily within the theory of underspecification being proposed. 

There is an obvious connection betweeen this way of thinking about par­
tial scope disambiguation and Gawron and Peters' proposal (1990) about the 
way scope information is encoded in the discourse situation (that they call 'cir­
cumstances of interpretation'), and about the effect of this scope information 
on semantic interpretation. In Gawron and Peters' theory of grammar, the 
information contained in the discourse situation affects the rules of semantic 
composition. The part of their proposal that is relevant to our discussion is 
their assumption that the discourse situation encodes information about the 
relative scope of utterances of noun phrases, which they represent by means of 
relations like scopes-over( "every kid", "a tree"); and that this information plays 
a role in determining the semantic interpretation of an utterance. According 
to Gawron and Peters, for example, the semantic interpretation of the sentence 
Every kid climbed a tree will be one in which the quantifier every(kid) takes 
wide scope over the quantifier a(kid) in a discourse situation which contains the 
information that scopes-over( "every kid", "a tree"); whereas in a discourse sit-
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uation which co~tains information that scopes-over( "a tree", "every kid"), the 
same sentence will have the other disambiguated interpretation. 

1:he scopes-over relation obviously encodes the same form of information 
that 1s encoded by relations among labels like l; :s; 11 in theories such as UDRS. 
Gawron and Peters' proposal thus suggests a way in which information about 
partial disambiguations may be encoded in the micro-conversational events 
~odel-i.e., by means of relations of the form scopes-over(µ-ce;,µ-ce1). Their 
ideas about t~e role of scope information on semantic interpretation also suggest 
a way of lookmg at how this information about partial disambiguation affects 
the choice of a precisification that is in line with the view of precisification 
adopted in this paper, according to which the precisifications of an utterance 
correspond to the extensions of a default theory encoding the information in 
the discourse situation that contains that utterance. 

~he idea I want to pursue is that facts like scopes-over(µ-ce;,µ-ce1) play a 
~ole m the default rules that specify how micro conversational events combine 
mto ~arger units. This _idea can be formulated most perspicuously by adopting 
the view of the connection between grammar and scope assignment developed in 
recent proposals in the Categorial Grammar framework, in particular (Pereira, 
1_990; Moort~at, 1990; Carpenter, 1994; Carpenter, 1996). In this work, the 
tight conn~ct10n between operator scopes and derivations adopted in Montague 
Grammar 1s resurrected. This version of categorial grammar includes, in addi­
tion to the usual inference schemes, a SCOPING CONSTRUCTOR that accounts for 
the way quantified NPs participate to the construction of the meaning of a sen­
tence._ These authors implement the idea that the translations of generalised 
quantifiers and proper names are related by raising and lowering operations 
(Partee and Rooth, 1983; Hendriks, 1987) by introducing two distinct syntactic 

1 categories for noun phrases: one for proper names, NP, and a 'raised' one S 1r 
NP for generalised quantifiers. The scoping constructor allows 'lowering' the 
raised t~an~lation S 1r NP to one of type NP that can participate in a nor­
mal derivat10n, and subsequently 'raising' the translation again. 8 The natural 
deduction formulation of the scoping scheme is as follows: 

Scoping Natural Deduction Scheme 

a:S1)-NP : 
----1tEn 

x:NP 

/3:NP 
-----n 
a(>.x.(3) : S 

In Figure 2 is an illustration of how the Scoping Scheme is used in a derivation 
(of every kid climbed a tree) and how the scheme interacts with other construe-

• 
8 As C~penter observes, the first part of the scheme corresponds to a storage operation 

m Coopers account of scope (Cooper, 1983), while the second corresponds to a discharge operat10n. 
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climbed a tree 
_________ x 

every kid climbed : NP\S/NP a(tree) : S 7)' NP 2 _____ 7)'E 

every(kid) : S 7)' NP 1r ~1 ___________ x_2_: _N_P __ ~ 

climbed(x2) 

every(kid , >.x1 . a (tree,>.x2 .climbed (x1,x2) )) 

Figure 2: An example of use of the Scoping Scheme 

tors . Both every kid and a tree are interpreted as generalised quantifiers, i.e., as 
expressions of type S 1't NP. The first part of the scheme--the 'lowering' o: '_stor­
age' operation-is applied to obtain out of S 1't NP's NPs that can par_tic1pate 
in the derivation. At the end of the derivation, two 'discharge' operat10ns are 
then performed; depending on the order of these operations, one or t~e ot~er 
scope is derived. The derivation in Figure 2 shows how the interpretation with 
every kid taking wide scope is obtained; the other interpretation is obtained by 
reversing the order of application. • 

I suggested in the previous section that the inferences deriving new senten­
tial constituents in Categorial Grammar can be reanalyzed within the current 
framework as default inferences hypothesizing the occurrence of larger micro­
conversational events. Similarly, the Carpenter / Moortgat / Pereira view of 
how operators are assigned their scope can be adopted within our framework 
by reformulating their scoping scheme in terms of default inference rules; one 
of the advantages of doing so would be to inherit the interesting treatme~t ~f 
scope islands that comes with this proposal. (See (Carpenter, 1996).) !hi~ is 
is essentially what I am going to do, except that I propose to merge th1~ vie_w 
with Gawron and Peters' hypothesis about the effect of scopal informat10n m 
the discourse situation on the derivation of a semantic interpretation, as follows. 

The Scoping Scheme is reformulated in terms of two inference rules: one 
allowing to infer, from the utterance of a quantified NP, the utterance of a non-
quantified NP whose content is a variable; and one allowing to infer, from the 

, • ' • ' h t'fi d occurrence of a micro-ce µ-ce3 of cat S, derived by storing away t e quan I e 
NP µ-ce 1, the occurrence of a new micro-conversational event µ~ce4, of cat S, 
whose content is obtained by discharging the content of the quantified NP µ-ce1 • 
I use categories NP (-q] and NP(+q] rather than NP and S 1't NP for simplicity. 

The crucial difference between the rules proposed here and the Carpenter 
/ Pereira account is that the DISCHARGE; rule(s) are only licensed when 
the appropriate scopes-over facts have been inferred. In the _absence of such 
information these rules do not apply. The reading of Every kid climbed a tree 
in which e;e,y kid takes wide scope would be inferred by the derivation in 
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µ-cei:[NP[+q] :sem ,6] : µ-ce ·[ 
- ___ ___::=~~-:_~l ·~N~P'._!:[~q!__] ~:s:e:m~x;~] 

µ c [ TORE 
ei: NP[-q] :sem x;] 

µ-cei:[NP[ ] ·sem "] +q . /J /\ µ-cei -< µ-ce2 /\ 
µ-ce2·[ . NP[-q] :sem :,;] /\ µ-ce2 -<* µ-ce3/\ 

µ-ce3: [s :sem a] /\ 
: µ-ce4:[s :sem 11(>-x, .a:)] 

scopes-over(µ -ce1 ,µ-cea) 

µ-ce4:[s :sem /1(.Xx,.a)] 

Figure 3: Storage and discharge rules 

climbed a tree 
every kid -:-µ-_c_e-2:-;-[y-:s_e_m:..:.c:..:.l_im_b_e-d].Lx 

µ-cei:[NP[ ·se µ-cea:[NP[+q] :sem a(tree)] 

--~~-+....:q~] _· _m_ev_e_ry...:_(k-id.:._)'.s] 
t [ tore 

µ-ce4:[NP[-q] :sem xi] ·=~--- - :;:~::-=:=--:::=-;µ~-=ce:s~: N~P1[:Sq1] ~:s:e:m~x~2~] -

-===========;;;~~i~~~~~~~~~~-~~~~~~~~~µ2-c~et
6

:~[y~~p~:~se~m~~cl~im;b~e~d~(x~
2
~)]~~=~==~~===~=V:~P: V +NP , 2 scopes-over(µ -cea µ-ce7) :NP+VP - µ-ceds :sem climbed(xi X )] /\ 

-___ __ :::_IL_:-c:::e~s:~[g~:s~em~a~(t~r~ee~,A~x~2~. ic~li~m~b;ed~(~x~i 2x~)~]~A~~~~~• ~~~~=====~ _ . [ . , 2 scopes-over(µ-cei, µ-ces) ISCIIAJl.G•-

µ ceg. S .sem every(kid A ( .,. , xi· a tree,Ax2 .climbed (xi ,x2 ) ))] ISCIIAJl.Gla 

Figure 4: An example of scope disambiguation 

Figure 4_9 

7, Related Work 

That ambig ·t • b m y mvolves 'going meta' al ad 
onne, 1992) and Reyle (Reyle 1993) :a;,hre£ y ~roposed by Nerbonne (Ner-

' . e ollowmg quote is from N b . er onne: 

. : . sema~t1cs distinguishes two levels • 
t10n [or metalinguistic ' MP] d I ' a level of meanmg specifica-
··· ambiguity is disjunc~ion (o:n ~ eve! o~me~ning (or denotation) 

un erspec1ficat10n) at the first level 

The theory of underspecification ·us 
n:1eta' which involves minimum chJ t proposed can be seen as a way of ' oin 
tion. Instead of introducing a ne:~ge ~ro;n our current theories of disamb~gua~ 
we exploit the fact that . £ . eve o representation and a new se t· m ormat1on about spe h man 1cs, 

9 ec acts has t b 
The proposal about O e present in 

rent approaches t scope and scope disambiguation • • 
about the relative os:nderspecification the assumption tha;~tisd1scussed shares with all cur-
accumulating such i:io: of operators, and that the interpretatio:::s1ble to infer infor_mation 
a clear idea about h 7:tion until a complete order is obtain d U a tentence ts obtamed by 
disambiguation see (o; rn mformation could be inferred Fa: • nlortunately, nobody has 

IOCrouch . '-J oes10, 1994). • an a ternat1ve view of scope 

' s1mi arly proposed in (1995) as descriptions'. that underspecified repres t t· en a ions should be taken 
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the discourse model anyway, and just add information about 'smaller ' kinds of 

speech acts. There also seem to be connections between this proposal and the recent work 
by Dalrymple and colleagues on 'meaning assembly' (Dalrymple et al., 1995), 
that is also inspired by work on categorial grammar. (The symbol chosen for 
the 'content' function is meant to emphasize this connection.) There also are 
obvious differences. The form of representation presented here extends the one 
used by Dalrymple and colleagues in that it does not presuppose the existence 
of a parse tree which the meaning interpretation 'builds on': whatever syntactic 
structure is present, is made explicit. In this way, the representation can also 

be used when no syntactic structure is obtained. 
The second difference between this proposal and the work by Dalrymple et 

al. is in the reasoning mechanism that is assumed. A big part of their proposal 
is the idea of using linear logic, whose main property is that 'resources matter .' 
Linear logic has computational advantages with respect to default logic, so it 
would be interesting to investigate the relation between the two in some detail.

11 

Finally, those familiar with the Al literature may recognize a connection 
between the micro-conversational events idea and the 'flat' representations pro­
posed by Hobbs (Hobbs, 1983; Hobbs, 1986) . I believe that the current proposal 
may clarify the connection between the representations used by Hobbs and more 

traditional theories theories of semantic interpretation. 
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Is aspectual classification of nouns possible?* 
E. Rakbilina (VINITI, Moscow) 

Summary A semantic classification of (Russian) nouns is proposed 
which corresponds to the verbal classification used in (Slavic) aspectological 
studies. This classification specifies the stability of a corresponding object 
with respect to the time axis. One interesting result of it ( discussed in de­
tail) is that it predicts the semantic interpretation of attributive constructions 
with the Russian "inner-temporal" adjective STARY] 'old': this interpreta­
tion directly depends on the semantic class the noun belongs to. Thereby, in 
a sense, one can speak about aspectual types of Russian nouns. 

0. Semantic boundaries between nouns and verbs ( especially, in a cross­
linguistic perspective) are known to be not very rigid (the problem is dis­
cussed, e.g., in Giv6n 1979: 320-322; cf. also Bach 1968 for a logical aspect). 
In general, nouns and verbs seem to share much more properties than it is 
commonly thought . The most evident semantic zone is , in this respect, the 
temporal one. Indeed, it is well-known that not only verbs, but also nouns 
can take temporal characteristics. The grammatical tense relates the situa­
tion to the moment of speech, and this could be applied to certain nouns as 
well, including concrete nouns , and among them, first of all, names of kinds 
of persons (like brother, professor or seaman). It was shown, in particular, 
in [Dahl 1970], where these nouns were analyzed in the context of modifiers 
like former or future; there are also several works dealing with similar prob­
lems on Slavic and especially Russian material ( for further references see 

[Jakovleva 1994]). 
The idea is that the constructions like a former champion are inter-

preted in the same way as the verbs in the past tense. That is, a former 
champion is a person who WAS a champion in the PAST. The temporal ref­
erence is made here to the property of 'being a champion' expressed by the 
noun. We will speak in this case of external temporal characteristics of a 
verb or a noun. So former or future will be the external temporal modifiers. 

Meanwhile, whenever we deal with the verbs , we must take into account 
the so-called internal temporal characteristics which are inherent to the 
meaning of the lexeme. According to the tradition, these characteristics are 
called aspectual. By means of different aspectual grammemes, the situation 
is distributed in time: it could be, for example, "condensed", or "prolonged", 

627 



or "multiplied" and so 0 . ' on. n the oth 'd • . 
are very idiosyncratic with er s1 e, it is known that th 
each situation is capable of :e~~e~t to different aspectua1 characterist:s~erbs 

facts explain why lexical classifi~~t~:::~mple, ~rolonged or condensed. Th:ot 
theory ~the famous article of Vendler [19~~]bs JS so crucial for aspectologic sel 
connection). 1s to be mentioned fi t . a 

rs m this 
Now, as we know the as 

also to the deverbal n~ I pRectu~l characteristics can be easily . 
s t. ' uns. n uss1an w h ascribed 
pas i to save, to have saved' an '. e ave a pair of a perfective ve 

to save usually', and each f th d an imperfective verb spasat' 't rb 
d t· 0 em can form o save 

eno mg agent: spasitel' from t. a corresponding deverbal ' 
spasitel' - spasatel' d. 1 spas i, spasatel ' from spasat' Th h noun 

rnp ays the aspectual o . . • us, t e pair 
. But the question arises whether c ppos1t10n of spasti - spasat' 

d1_splay the same type of internal te oncrete nouns (names of objects). ca 
will try to answer this question. mporal characteristics. In what follows; 

1. In order to do this I h . 
in th ' ave studied the u f R 

e constructions with the ad· t· se o ussian concrete no 
with t Jee ive staryj 'old' Th uns 

' so o speak, "old things" - . . • e analysis will be •. 
concrete object (cf. old h 1 i.e. construct10ns where a noun d gm 

. h ouse, o d tree a d ) enotes a 
gms four types of interpretation wh. h n _so ~n • In this area we can distin-
to the four distinct semantic classes :f ~ as it ~111 ~e shown later, correspond 

These four classes can b. _ouns • 
phrases: e exemplified by the following t . l 

1 ypica noun 
. old oak 

2. old rag 
3. old channel 
4. old coins 

~et us consider these classes in turn 
. . he semantic interpretation im • 

w1thm the first class is ' the object that posed on the noun by the adjective 
~or a long time' (further examples are· arose a long time ago and has existed 
ity, etc.). Note that in some cas • old grove, elephant, mushroom callas 
(applicable, first of all to . es young could serve as a possible 't -

Th . . ' arnmate nouns of this cl ) an onym 
. . e semantic mterpretation wi h. ass • 

bemg m use for a long time, has be~~n the second class is 'the object that, 
me useless and/or decayed' (further 
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examples are: old clothes, ladder, house, furniture, etc.). A good antonym in 
most cases is new. The important peculiarity of this class is that the above 
interpretation usually coexists with others, and the overwhelming majority 
of the examples thus have two or more different readings; in other classes 
such a possibility exists only occasionally. 

The semantic interpretation within the third class is 'the object that 
is no longer in use' (further examples are: old place, flat, trail, tooth-feeling, 
Band-Aid, etc.). The most close synonym of old here is former, and the 
adjectives present and current can serve as antonyms in most cases. 

The fourth class has the following semantic interpretation: 'the object 
that has been created in the past and belongs to the past' (further examples 
are: old icons, silver, postcards; the old London, the old town, etc.). The most 
close synonym of old here is ancient, a possible antonym can be modern. 

2. We argue that the four interpretation types correlate with the four 
semantic classes of objects, each of which having its own internal temporal 
characteristics. Besides, it is interesting to compare these internal temporal 
characteristics of nouns - in other words, their aspectual characteristics - with 
the "true" aspectual characteristics of verbs. 

Indeed, the first class ( old oak) correlates with gradatives ( the term is 
borrowed from [Paducheva 1994]) like increase, decrease, enlarge. Gradatives 
are processes which gradually change the state of objects during a certain 
period of time. Let us look at the nouns of the first class. What they all denote 
are natural objects, gradually changing in time, such as trees, mountains, 
etc. 

However, the whole picture is a little bit more complicated. The prob­
lem is that each language has its own naive concept of what can change in 
time and what cannot. This does not always correspond to the physical re­
ality. So, according to the Russian naive concepts, not all natural objects 
do change in time, and, as a result, not all names of objects can combine 
with staryj. For example, sun, sky, fire, stars are conceptualized as stable ob­
jects, they don't change and the corresponding nouns do not combine with 
staryj; trees are thought of as changing, but flowers are not, mountains and 
rocks (but not hills) are considered to be changing, and so are woods (but 
not steppe). The same opposition holds for animate nouns: so, lions and 
wolves are capable of gradual change, contrary to worms, flies or, for ex-
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ample, nig~tingales. Monsters and ghosts are also " . " . 
example, witches who may well be old time-stable , unlike, for 

Since the second class ( old ra ) • . . 
time, the natural verbal counterpa~s ~:;\:1:: art1f~cts_ ha~ing a fixed life­
denoting an action limited to a certain p . d ef ~ehm1tatives (i.e. , verbs 
't lk £ eno O time cf Russia o wa or a certain time, to go for a walk ') An . ' •. n poguljat' 
this limited character of the 11·1:e t· . h • mterestmg consequence of 

11 - 1me 1s t at all ch ffi . 
are considered here as a kind of their " T ,,an(ges a ectmg the artifacts 
worse than a new one). this effie t d sp01 mg so, an old hat is usually 
ld ' c oes not take plac • th fi 

o tree is not necessary a bad ·t . e m e rst class: an 
. one, I is only a tree wh· h h certam change 2_ 1c as undergone a 

The third class ( old channel) resembl 
verbs denoting a multiple action co . t· esf verbal multiplicatives, i.e 
R · nsis mg o several co t • • 

uss1an prygat' 'to jump [several times]' . , ' nsecu ive acts (cf. 
etc). Although in these cases each t , kashl.Jat to cough [several times] ' 

nex act repeats the p • ' 
not mean that all the acts within a m lt" r . . rev10us one, it does 
tical ; moreover, usually they are diffi u I~ I~~ve act10n must be fully iden­
several times, the next jump may well e~e~ • en, for example, one jumps 
one, but from the lexical point of vi :h~n~er ~r shorter than the previous 
the speaker abstracts away from th ew dis rn _t e s~me situation repeated: 

If 1 k b ese an s1m1lar differences 
we oo ack to the nouns we can t t th • 

class are changeable renewed ob. t' ( s a e. at the nouns of the third 
lean (or even must) be ch d.Jebc s orpartsofobjects);eachofsuchobjects 

ange Y a new on h • h • 
from the lexical point of view Duet th· e, w ic is absolutely the same 
typical example here is a tyr~- ind od is~ we ~an term such objects cyclic. A 
changed after being worn out Notee;h, t\{re t something which is regularly 
after the natural life-cycle of th a_ e c _ange normally takes place only 

. e prev10us obJect is finish d th · . 
very important condition. Ind d th e ; is is really a 
" ee , ere are cases where h 
permanently renewed" object ( 1 . we ave so-called 

dinner not because they are " s e;~)-.' p ates. one changes plates during the 
? Put me the d t . hworn ' one cannot say something like: 

. . esser m t e old plate, please. 
Or imagme the situation when a woman . . . 

the shop: she took two and put th . is trymg on different coats at 
advise her: em on m turn, and the shop-assistant could 

Oh, take the first one, it is better, 
and not: 
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? Oh, take the old one, it is better. 
In both situations, the change took place not because the life-cycle of 

the object was finished, so the conditions for the use of old (staryj) were not 
observed. 

Finally, the fourth class ( old coins) could be called a class of creative 
nouns (created at a given moment by a given author) . Such objects normally 
do not decay - they belong to a certain epoch and they reflect it 3 . So, 
they exist at present as the reflection of the past. As an analogous class of 
verbs we can take perfectives like remember, because after the moment 
of remembering takes place, the result persists for a long time as a long 
unlimited reflection of the situation. 

The fourth class is not large; perhaps, it would be non-productive, if 
it were not for a new powerful source of these nouns, namely, the words for 
(technical) devices. The devices are objects which easily become out of date, 
so, when we say, for example, old telephone or old computer, we mean that 
it belongs to the past; the only difference here is that normally the inter­
pretation of the fourth class construction is positive, whereas the subclass of 
devices yields a negative interpretation ( an old computer is rather a bad one, 
unlike old town or old icon) . 

3. Now, let us try to implement the results of this classification. We 
have four types of lexemes, and each of them has its own aspectual character­
istics. The important thing is that such characteristics are independent and 
semantically inherent, because this type of semantic information is indispens­
able for an adequate semantic description of the lexemes. When explaining 
what a tree is, we have to mention that trees can grow and change in time, 
and when explaining what a tyre is, we must mention that tyres are some­
thing that is regularly changed after being worn out. 

So, if we return to staryj, we can (basing on our classification of nouns) 
describe it as a temporal opera:tor with only one meaning: 

• staryj = 'that came into being or was created long before the moment 
of speech' 
All the differences in the interpretations of the given phrases with staryj 

can be accounted for the interplay of the meaning of staryj and the context of 
different nouns. So, for the first class staryj means 'such that came into being 
long before the moment of speech [and has changed] ' . This can be illustrated 
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by the following scheme: 

~or the second class, staryj means 'created 
speech. Here, 'long before' could b long before the moment of 
t
. f e measured and th 
ime o the object; in other words the . . ' e measure is the life-

is nearly finished. This can be ill' t to~J.ebct is so much old that its life-time 
us ra e y the following scheme: 

. The end of life-time is the real reason f • • 
this class; so, it is not a part of th . or the negative Judgement in 

. e meanmg of st • b 
semantic agreement betwee aryJ, ut a result of the n a noun and an d • t' 
aspectual characteristics of th . 1 a Jee ive due to the special 

For th . e given c ass of nouns. 
. e third class, the meaning of star • 'll ' 

bemg or was created long b f th YJ w,1 be such that came into 
, e ore e moment of h 

\lSe ' because the measure of wh t . 'l speec and is no longer in 
a single referent. So the ob . t ~ is ong before' here is the life-time of 
1'f ' Jee is so much old th t • 
I e-cycle, and the next one has replaced ·t Cf a it _has completed its 

1 · • the followmg scheme: 

As for the fourth class, the picture will b • • 
the object itself, but to the epoch th b. e s1m1lar, only it refers not to 
b . 1 e o Ject belongs to· th b. 

emg ong ago, so that its epo h h 1 • e o Ject came into c as a ready passed away. 

e a ernat1ve decisions; one of them is dis-4. Of course, there could b lt • 
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cussed in (Partee 1995]. This paper distinguishes between several semantic 
types of adjectives: for example, the semantic type exemplified by skillful is 
different from the semantic type exemplified by former; every skillful N is 
an element of a set denoted by N (a skillful surgeon is always a surgeon), 
but the adjectives of the type former do not meet this requirement: a former 
senator is not a senator. Yet another example is the adjectives of the type 
tall: the values of the dimensional parameter in the contexts like a tall boy 
and a tall basketball player are obviously different. So, tall forms a different 

semantic type of adjectives. 
These examples show that with such approach all the semantic dif-

ferences observed are concentrated within the adjective. If we try to apply 
this approach to staryj, the different uses of staryj would be distributed in 
different types of adjectives: the type former correspond to our third class 
( old channel), and the type tall - to our first class ( old oak); so, in such a 
case we shall have three or even four different lexemes staryj. On the other 
side, we have a possibility of an alternative description (presented in this 
paper) which preserves a single meaning of the adjective despite its broad 

comb inability 4 • 

Notes 
* I would like to express my sincere gratitude to the European Association for 
Logic, Language and Information (FoLLI) which kindly provided the financial 

support for my participation in the X-th Amsterdam colloquium. 

1 Here I must emphasize that the material of my paper is Russian, so it is 
not the English word old, but the Russian word staryj I am concerned with; 
and all the examples are Russian translated into English, though sometimes 
it was not easy to do this. It goes without saying that there could be a

nd 

even must be differences between the linguistic behaviour of Russian staryj 

and English old. 
2 Curiously, the noun wine belongs to the first class and not to the second; 
it is interpreted not as an artifact, but as a living object. Indeed, old wine is 
closer to old oak than to old hat, because usually the older the wine is, the 

better it is. 
3 The fourth interpretation is especially favoured by the generic use , be-
cause a class or a set of objects is better associated with the epoch than an 
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individual object. 

4 Interestingly, the combinability of th 
sidered here in detail) confirm th· th ~ names of kinds of persons (not co 
old friend [= 'being a friend £ is 1 es1s: cf. old professor [= 'old-aged') V~ 
VS old emigration [= 'of a p 0

~ a ong time'] VS old president [= 'form '] 
rev10us epoch']. er 
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An event-based semantics for deontic utterances 

Gene Rohrbaugh 

The University of Texas at Austin 

Abstract 
Several problems for modeling the semantics of deontic utterances are linked to 
the choice of possible worlds as theoretical primitives. Possible worlds are 
shown to be responsible for three problems for deontic semantics: Lewis's prob­
lem about permission, von Wright's paradox of free choice permission, and a 
problem for permissions involving a certain type of quantification An alterna­
tive formulation of the semantics of deontic utterances is proposed, in a frame­
work using states as primitives. Events, which are defined in terms of states, are 
used to represent the changes brought about by deontic utterances. 

1. Introduction: deontic modeling 

A well known and productive analysis of the illocutionary force of 
deontic utterances, specifically commands and permissions, can be traced 
back to David Lewis in 1970. Though the relevant paper remained unpub­
lished until 1979, Lewis's ideas are already apparent in Kamp's (1973) 
"Free choice permission" and his later (1978) "Semantics versus Pragmat­
ics." At the heart of Lewis's analysis is the observation that commands 
restrict the options of the addressee, while permissions broaden them. 
Much of Lewis's and Kamp's further discussion centers on how the op­
tions of an individual are changed through commands and permissions. 

Underlying the work of both Lewis and Kamp is the possible 
worlds semantic framework. As in Montegovian possible world seman­
tics, the meaning of a proposition is represented as a set of possible 
worlds - those worlds in which the proposition is true . Furthermore, 
Lewis proposes using a set of possible worlds to represent the options of 
an individual - those worlds which he or she is authorized to bring about. 
This allows us to separate the illocutionary force of commands and per­
missions from their propositional content. The restriction brought about 
by a command can be specified by taking the intersection of the prior op­
tion set with the propositional content of the command. For example, 
when the command in (1) is uttered1, Joseph's option set contracts to in­
clude only those worlds in which he eats his lima beans. 

(1) Joseph must eat his lima beans. 

Similarly, the effect of a permission can be reflected by set union, adding 
to the addressee's option set worlds in which the propositional content of 

1 under appropriate circumstances by a person in authority. 
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the permission is true. Thus the permission in (2) adds to Joseph's option 
set (at least some) world(s) in which he eats a cookie 

(2) Joseph may eat a cookie 

In this paper, I will argue for maintaining Lewis's initial observa­
tion about the illocutionary function of commands and permissions, while 
using events instead of possible worlds to represent both the propositional 
content of deontic utterances and the options of the conversational par­
ticipants. This will, I believe, provide at least a partial solution to several 
problems for deontic semantics, including those discussed by Lewis and 
Kamp, along with another problem discussed in Rohrbaugh (I 995). 

2. Problems for possible world modeling 

This section will examine three problems that arise for the Le­
wis/Kamp (hereafter L/K) analysis within the possible worlds framework: 
the spurious permission problem (Lewis's problem about permission), the 
free choice permission problem (von Wright's paradox of free choice per­
mission, as discussed by Kamp), and the quantified permission problem 
(Rohrbaugh, 1995) 

2.1 The spurious permission problem 

Under Lewis's analysis, the change brought about by a command 
can be described as complete, in that it affects all worlds in the proposi­
tional meaning. The command "Joseph must weed the garden," removes 
from Joseph's option set every world in which he does not weed the gar­
den. In contrast, the change brought about by a permission is incomplete. 
The permission "Joseph may eat a cookie" does not add to Joseph's op­
tion set every world in which he eats a cookie, as some of these may be 
worlds in which he also happens to beat the cat or break a lamp. These 
worlds should not be added to Joseph's option set when Mother says 
"Joseph may eat a cookie."2 Such a change would be spurious, going be­
~ond the intended effect of the permission. It seems that we should spec­
ify some smaller change to the addressee's option set than the maximal 
one, and therein lies the spurious permission problem. 

Consider again the permission in (2) along with the model in Figure 
1, where possible worlds are represented as histories 

2 assuming the latter are impennissible. 
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to t1 t2 t3 
WJ 

t1O tll t12 t13 

• • • • w2 

t2O t21 t22 t23 
W3 

Figure 1 

Three possible worlds are represented, each a succ~ssi~n o_ftim~ points. 
Segments with double lines represent portions of hi stones m which Joseph 
eats a cookie. If the effect of a permission were complete, "Joseph may 
eat a cookie" would add w1 and w3 to Joseph's option set, as these are the 
worlds in which the propositional content of the permission is true. Th~ 
problem with this is that we have said nothing about what else happens m 
these worlds. In w1, the segment between t2 and t3 might represent an 
event of Joseph-beating-the-cat. In that case w1 should be ~xcluded a~d. 
only w3 added to Joseph's option set. For Lewis, the spunous perm1~s10n 
problem is the problem of determining which worlds to add to the opt10n 
set. 

Lewis discusses five possible solutions, each focused on finding 
some subset of the propositional content and adding it to the option set of 
the addressee. Perhaps the most promising is one based on a suggestio~ 
by Robert Stalnaker which relies on reprehensibility gradings to determme 
which world(s) are to be added. It seems reasonable to say that a world in 
which Joseph eats a cookie and beats the cat is more rep:ehe~sibl_e than 
one in which he, for example, eats a cookie and plays quietly m his room. 

We could say then that a permission PER(<!>) adds the least reprehensible<!> 
world(s) to the option set of the addressee.3 For the model described . 
above this would amount to adding w3 and omitting w1, as the former 1s 
Jess r:prehensible than the latter. This is certainly better than the co":plete 
solution (adding both worlds), but is it enough? We still have something 
very much like the spurious permission problem. We have added not only 
the Joseph-eats-a-cookie event in <t22, t23>, but also those events repre­
sented by <t20, t21 > and <t21 , t22>. What are these events, and why should 
permission to eat-a-cookie carry them along? 

3 where PER represents the permission illocutionary operator and ~ the propositional 
content. 
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It seems we might fi f pro ti by recastin r L • , 
ramework with a way to refier t I g ewts s analysis against a 

Id o e ements mo fi • 
wor s to represent more precisely the effi re me-gramed than possible 
what I will attempt in Section 3 ect of a permission. This is 

2.2 Thefree h • • c mce permission problem 

. Kamp ( I 973) discusses free ch • • • • 
possible worlds framework as thot dee perm1ss1on within the same 

· • at use by L • 
m1ss10n problem can be illustrated . ew1s. The free choice per-
(3) usmg the examples in (3) 

a. Joseph may eat an apple. 
. . b. Joseph may eat an apple or a pear. 

Intu1ttvely the permission in (b) entails th t • 
most formal systems of logic predict th a m (a). The problem is that 
on the law of disjunction introduction/ reverse, that (a) entails (b ), based 

In order to solve this problem K 
'.11eaning of a disjoined permission PE~(<!>a:~ 0978) _proposes that the 
mg PER(<!>) and PER(\j/). d v) ts denved first by comput-

' m ependently' and then t ki • • 
two as the meaning' of PER(A- a ng the umon of the 
f '+' v \j/) Thus Ka • 
ton at the speech act level Th' • . mp mterprets or as disjunc-

First, the proposed equival~nce i;a~~~roach is problematic for two reasons 

(
4) m cases such as ia (4)· • 

' a. I permit you to eat an apple or an o • 
b. :t:- I p • range erm1t you to eat an apple or I pe -~ 

If the interpretation f . rm1 you to eat an orange. 

( h 
o or ts to be represent d .,, 

w at Merin ( 1992 · l 08) calls ;., e un11ormly by set union 
· I · um.1orm boo/ea • 

certam y the in~erpretation of (b) should fi n recurswn - UBR), then 
Ka~p, and yet it is (a) and not (b) th h ollow the c_ourse mapped by 
(b) is used mischievously to at _as a_free-cho1ce reading. At best 
ofth say somethmg hke "I' ·11· 

ese permissions, but I won't t II . m w1 mg to enact one e you which one." 

Even more serio ...- • di . . d us, peuormat1ve version f • • 
SJome at all, as illustrated in (5). so perm1ss10ns cannot be 

(5) a. I hereby permit out b. #I hereby pe 'ty o eat an apple or a pear. 
rmi you to eat an a I eat a pear. pp e or I hereby permit you to 

In this case (a) is an example of free choi • • 
dressee the freedom to ch . h ~e perm1ss10n, granting the ad-

oose e1t er option y h 
presumably much closer in su-" " - et t e permission in (b) uace 1orm to Kam , 1 • , ' . p s so ut10n, not only fails 

That ts, for propositions and • 
apple is sufficient to ensur~ t11e ·~thp efn~ails (p v q). E.g., the truth of.] h o Joseph ate an apple O osep ate an rapear. 
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to have the same meaning as (a), it cannot be used at all.5 It seems desir­
able then to find another solution to the free choice permission problem 
which maintains UBR while allowing the disjunction operator to apply at 

the propositional level (or at least at a sub-speech act level). 

2.3 The quantified permission problem 

In the previous section we examined the free choice permission 
problem, which could be summed up by saying that our formal systems of 
logic predict the wrong entailments between simple and disjoined permis­
sions. A similar problem arises for quantified permissions. Consider the 

example in (6): 

(6) a. Joseph may eat three cookies. 
b. Joseph may eat a cookie. 

Standard intuitions dictate that (a) entails (b). In the absence of the exactly 
reading of the quantifier, the addressee of (a) could cooperatively respond 
by eating one cookie, or two cookies, or three cookies In contrast the ad­
dressee of (b) could not (cooperatively) respond by eating three cookies, 
hence the intuition that (a) entails (b) and riot vice versa. Alternately we 
could say that the quantifier position in the permission in (a) is usually 
given an at most reading rather than at least reading. The possible worlds 
framework not only fails to predict this, it predicts the reverse . To see 
why this is so, consider the case given According to the possible worlds 
framework, the permission in (a) should add to Joseph's option set those 
worlds in which he eats three cookies. In which worlds is it true that he 
eats three cookies? Of course it is true in worlds where he eats exactly 
three cookies, but it is also true in worlds where he eats four cookies, or 
five cookies, or six cookies, etc. It is not true in a world where he eats 
only two cookies or one cookie. Hence the possible worlds framework 
wrongly predicts an at least reading for quantified permissions such as (6). 

Note that the possible worlds framework does not have a problem 

predicting the exactly reading for quantified permissions, as in that case 
there is no entailment relationship between the permissions in (6). But 
given that the at most reading is available, and perhaps even more salient, 
we should find a way to make the correct prediction about the direction of 

entailment for quantified permissions 

5 
I think this is because the use of the performative version conveys that the speaker in­

tends to have a certain perlocutionary effect. In contrast, the disjunction conveys that the 
speaker either does not know or does not care which effect his utterance will have. These 

two meanings conflict in a example such as (S.b) 639 



3. Solutions in event modeling 

The event-based framework I will examine in this paper could be 
seen as a recasting of the L/K apparatus for deontic modeling in a frame­
work incorporating Dowty's (1979) branching time structures. The basic 
intuition of Lewis remains in that individuals are assumed to have associ­
ated option sets, and permissions have the effect of widening the option 
set of the addressee. This widening is determined by the propositional 
content of the permission. The major difference is that now events, rather 
than possible worlds, are the elements that make up both option sets and 
propositional meanings. 

Let us begin with Dowty's observation that possible worlds can be 
represented as linear histories. We need the following definitions: 

S: a set of states of affairs s, s', s", etc., ordered by a temporal prece­
dence relation,;. Reads <is' as "s temporally precedes s' ." 

<i must be irreflexive, transitive, and asymmetric (that is, a strong or­
der), and in addition backwards linear. Backwards linearity is defined 
as follows: 

V s, s', s" [ [s <is"/\ s' <is"] ➔ [s <is' v s' <is]] 

This condition basically ensures that histories ma,.y branch apart moving 
into the future, but they can never rejoin. 

My terminology here differs from Dowty's, as he begins with T, a 
set of similarly ordered time points t, t', t' ', etc. The difference is only 
terminological, as his time points represent worlds-at-a-time. A 
world/time pair can be associated with the state of affairs that holds in that 
world at that time, and hence the two systems are effectively the same. 

Given Dowty's system we now have that states-of-affairs are 
primitively defined, and possible worlds are constructed from sets of 
states-of-affairs.6 Thus we need not lose any of the power of possible 
worlds modeling, but we have in addition a notion more fine-grained to 
work with. 

Stative propositions such as those in (7.a) are easily defined in this 
model as the set of states in which the proposition holds. 

(7) a. The grass is wet. 
b. The grass got wet. 

6 specifically, worlds are maximal chains in a branching time structure. 
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• • s such as 
. rward for eventive propos1t1on 

case is not quite so stra1ghtfo . n of an eventive proposition <I> as 
Th: We cannot represent th~ meant g ventive propositions do not 
(7 ).l the set of states in which <I> hol~s, as e h nge It seems reasonable 
mere y m to entail state-c a • C • der 
hold at a state; rathe~ they see ·t ns in terms of state-changes. ons1 

define event1ve propos1 10 
then to . . tructure in Figure 2. 
the branching t1me::.:.s=---------~c;:---7 

Figure 2 
• t those •. h1' ch the grass is we, • k re those m w • 

The states marked with astens s a . hich it is not wet. Within this 

marked with simple d~~s are_ th(o;; ~:n~e represented as follows: 
model the two propositions m 

ir the grass is wet]= { c, e, f, g} ' 
(8) a. IL ] = f<b, c>, <a, e>i 

b [ the grass got wet \ • U? 
• < > in the meaning of the (b) as we • fti e 

Why not include <a, f> and a, g ass states to wet-grass states. _Su ic 
These are also changes from ~,y-grnularity level with which we view t~e 
it to say that I assu~e a certain gr;e resented as transitions which are in 

ld Events in this system are p wor . 
some sense minimal. l! r deontic utterances in 

We can now recast the L/K appar\adtus Tohe option set is now a set 
sible wor s. • -

terms of events rather than pos . 'b\e and the effect of a pennis 
h. h are perm1ss1 , • 

of events, those events~ ic o ositional content of the pennts-
sion is to add to the option set_ th~ pr_ p(2) above and its predicted effect 

• th perm1ss1on m ' • Consider again e s1on. 
given the model in Figure 3. 
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Figure 3 

Segments marked with a double 1 • . . 
cookie. The effect of the p . i_ne 1?d1cate events of Joseph eating a 
<a, i>} to Joseph's f erm1ss10n m (2) is to add {<b, c>, <f g> 
d op wn set. In general the ffi f , , 

efined as follows: e ect O a permission can be 

Definition I· the PER • operator 

PE}\,(cp): OPTCX ➔ OPTCX u [qi] 

Note that the permission illocutiona o •. . 
eventive propositions· ifth . ry . p~rator is mtended to apply to 

b , e option set is mdeed f 
?ot e able to add simple states to it Th. . a set o events, we should 
It may contribute to an explanation ~fw~s is not _an unwelcome result, as 
be more at home in command d . y_event1ve propositions seem to 
trated in (9). s an perm1ss10ns than stative ones, as illus-

(9) a. You may eat an apple. 
b. You may stand tall. 
c. Get rich quick! 

d. #You may be eating an apple. 
e. #You may be tall. 
f #Be rich now! 

W .h 
e m1g t explain the acceptability f( ) 

that their propositional cont t o a - (c) as a consequence of the fact 

those _in_ ( d) - (f) are represe:~~ ::es::~:;ented as sets of events, whereas 
d~ont1c illocutionary operators should sele::ates. !hen the appropriate 
disallow stative ones within their 7 . ev_ent1ve propositions and 

scope. W1thm the possible worlds 

, Obviously tltings are not quite so sim 
ances. Consider the following: pie, as some statives can occur in deontic utter-

642 

framework this would not be possible, as all of the propositional contents 
would be represented in the same way, as sets of possible worlds. 

J.1 Towards a solution for spurious permission 

To see the improvement over the possible worlds approach, con­
sider the following model, where Joseph-eats-a-cookie events are marked 
with double lines and Joseph-beats-the-cat events are marked with dashed 
lines. 

Joseph eats a cookie 

,,v-e Joseph beats the cat ~-
Figure 4 

WI 

The possible worlds approach would look for the set of worlds in which 
Joseph-eats-a-cookie is true, in this case { w1, w2, w3, w4}. Prior attempts 
to solve the spurious permission problem would then focus on finding an 
appropriate subset of this set to add to Joseph's option set. The event­
based semantics merely says to add the event represented by segment 
<a, b> to the option set, and thus the permission has no effect on events 
which are not Joseph-eats-a-cookie events (specifically the later Joseph­
beats-the-cat events <c, d> and <f, h>). 

One might wonder if this system does in fact make different pre­
dictions than Lewis's account. After all, we do still have possible worlds, 
even though they are constructed rather than primitive. Would the two 
systems make different predictions about which worlds are sanctioned? In 
Lewis's system the prediction is clear: a world is sanctioned ifit is in the 

i) Remain calm! 
ii) Don't be anxious! 
iii) Don't worry; be happy! 

It may be that such utterances are attempts to require or to proscribe events that lead to 
the states referred to, ralher than the states themselves. E.g. , in order to 'be happy' , one 
should think happy thoughts, take a brisk walk, get plenty of rest, etc. 
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option set. For each world in {w1, w2, w3, w4} we either add the world or 
not. Ifwe add any one of these, the entire world becomes sanctioned. If 
we do not add one world, the permission has no effect. 

In the event-based system, the option set consists of events rather 
t~an worlds, s_o what would it mean for a world to be sanctioned? I would 
hke to define 1t as follows: 

Definition 2: Sanctioning of worlds 

A ~orld is sanctioned if and only if it consists entirely of transitions 
which are in the option set. 

Give~ t~is definition, we see that a permission can have an effect without 
s~nct_10rung any worlds. Given the model above in Figure 4, the permis­
s10n m (2! would add_ only <a, b> to the option set. No world would 
(n_ecessanly) be sanct10ned by this move. Later (or earlier) permissions 
m1gh~ add (for example)_ <b, c> and <c, d> to the option set, rendering w1 a 
sanct10ne~ world, but this need not happen. In general, the sanctioning of 
worlds anses due to the cumulative effect of permissions. 

3.2 Towards a solution for free choice permission 

Th~ solution I will give for the free choice permission problem is 
actually q~1te close to Kamp's earlier (I 973) proposal, which he later 
abandons m favor of the solution sketched in Section 2 2 above B fi 

ffi • • · . e ore 
~ e~ng my solut10n then, I should present Kamp's proposal and his mo­
tlvat10n for abandoning it. 

. . In order to refer to the entailment-like relation between the permis-
s10ns m (3), repeated here, Kamp (1973) introduces a notion of 
p( ermission)-entailment. 

(3) a. Joseph may eat an apple. 
b. Joseph may eat an apple or a pear. 

Definition 3: Kamp's (1973) p-entailment 

~or arbitrary sentences sands': s p-entails s' iff in any situation in 
~h1ch b~th sands' can be used to grant permissions the class of ac­
t10ns ~h1ch would be moved by a permission statement involving s 

~ould_ mclude the class of actions moved by a permission statement 
mvolvmg s '. 8 

A~cording to Kamp's earlier 1973 analysis, the logical connective or ap­
plies at the propositional level, rather than at the speech act level as in his 

'Kamp 1973:66. 

644 

1978 analysis. (b) moves into the option set those worlds which are in 
[ Joseph eats an apple or a pear], simply represented as [ Joseph eats an 
apple] u [Joseph eats a pear] Thus (b) p-entails (a) because it moves 
into the option set all of the worlds added by (a) alone. 

Kamp's motivation to abandon this solution seems to be linked to 
the lack of a solution for the spurious permission problem. Perhaps the 
most promising solution available at the time was the Lewis/Stalnaker ac­
count using reprehensibility gradings. This gives the right result under the 
assumption that eating-an-apple and eating-a-pear are equally reprehensi­
ble. (b) adds the least reprehensible eating-an-apple worlds and the least 
reprehensible eating-a-pear worlds. A problem arises, however, in a situa­
tion where eating an apple is much more reprehensible than eating a pear, 
for example because pears grow in the garden, while apples must be bought 
at the store. In such a circumstance the Lewis/Stalnaker approach predicts 
that (b) will add only eat-a-pear worlds, as these are the least reprehensi­
ble eat-an-apple-or-a-pear worlds . This prediction conflicts with the in­
tuition that (b) moves both eat-an-apple worlds and eat-a-pear worlds into 
permissibility. 

With the new event-based system, we no longer rely on reprehen­
sibility gradings to solve the spurious permission problem, and hence 
Kamp's early solution to the free choice permission problem might be 
considered once again . Maintaining Definition 1, the derivation of a dis­
joined permission is straightforward. 

PEI\,(<!> V \j/) OPT a ➔ OPTa u [<j> V \j/] 

OPTa U ( [U U [\j/]) 

Note that UBR is maintained, with or represented as union. The free 
choice entailment is easily explained as the derivation of a disjoined per­
mission moves into the option set all of the events which would be moved 
by a simple permission. And finally, the problem for the Lewis/Stalnaker 
account does not even arise, as we make no reference to reprehensibility 
gradings. 

3.3 Towards a solution for quantified permission 

In this section I will only sketch a solution for the quantified per­
mission problem, and even this sketchy account relies on a part relation on 
events which I cannot yet formally define. Intuitively what we want to 
say is that whenever \j/ is a natural part of q>, a permission to q> 'includes' 

permission to \j/ . For example, permission to eat an apple normally seems 
to include permission to bite the apple, to chew the apple, to swallow the 
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apple, etc., but not include permission to throw the core at a passerby, 
even if one somehow works this into his apple-eating routine. This seems 
to be the effect that Kratzer ( 1989) describes and terms lumping. In her 
exposition, Kratzer uses the term lumping to refer to the relationship be­
tween painting a still life and painting an apple that is part of the still life . 
She says that in a given situation, the proposition "Paula painted a still 
life" lumps the proposition "Paula painted an apple," but not the proposi­
tion "Paula drank some tea," even though the tea-drinking may have spa­
tio-temporally overlapped with the still-life-painting. Similarly, for our 
purposes we might say that eating an apple lumps biting it, chewing it, 
swallowing it, etc., but not throwing the core at a passerby. The relation 
we are after is certainly weaker than entailment, as not every event of Jo­
seph-eats-an-apple contains a sub-event of Joseph-chews-an-apple (he 
might have pureed it first) . Nevertheless, our intuitions suggest that biting 
an apple is a normal step in eating it. 

Despite the apparent similarities, Kratzerian lumping is not what I 
need for my natural part relation. Kratzer defines lumping within the 
framework of situation semantics. She demonstrates convincingly that 
lumping cannot be defined in terms of spatio-temporal slices of possible 
worlds. Thus we cannot define lumping in our current system, as branch­
ing time structures merely give us spatio-temporal slices. Neither can we 
use Kratzer's version of situation semantics to solve.our problems. For 
Kratzer, the meaning of a proposition <I> is the set of (all) situations in 

'which <I> is true. Ifwe attempt to specify the change induced by a permis­
sion in terms of situations, the spurious permission problem returns, as 
the set of situations in which Joseph eats a cookie may include situations 
in which he also beats the cat. We are forced again to find some subset of 
the propositional content to add to the option set9, but it is not clear 
which subset to choose. 

Assuming a natural part relationship, represented by '=n, we can 
redefine the effect of a permission as follows : 

Definition 4: PER in terms of natural parts 

PER,,(<!>): OPT 12 ➔ OPT 12 u [\\I], for all \\I such that \\I '=n <I> 

Definition 4 predicts that permission to eat three cookies would 
include permission to eat one cookie, as an event of eating three cookies 
might naturally contain a sub-event of eating one cookie. The simple solu­
tion has a simple problem, though, in that it requires all events to be repre­
sented as simple. In determining if Joseph is within his rights eating two 

' which would in this case be represented as a set of situations. 
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kies after having been granted permission to eat three, ~ e can c~nc~ude 
coo . . . ible onl ifwe represent eating-two-cookies as a ~mg e 
that it is perm1ss dyl l add to the option set single umnter-

t A it is the mo e can on y d • 
even • s , minimal state changes. But it seems es1~-
rupted events, represen~ed_bb_Yl.ty under such a permission, of Joseph eating 

bl to reflect the perm1ss1 1 1 , d 
a e . . his room and then eating a secon 
one cookie, th~n stra1dghdtemng ui be a wa; to allow the quantification of 
cookie. What is nee e seems o th ermis-

. . to be a quantification over events. In essence, e p 
the permission ki 11• g event ki dds to the option set any coo e-ea n 
sio~ to_e~t three coodeeds :y three cookie-eating events already. Consider 
which 1t 1s not prece 
the permission in (10) . 

(10) Joseph may eat two cookies. . 
. t f Joseph-eats-a-cookie 

OPT should b~ i~creased by da!d~ng ;; ;::~ J~seph-eats-a-cookie events 
rovided that 1t 1s not prece e Y d> 

p h fthe model in Figure 5, this means that { <a, b>, <c, , 
In t e case o . d > < k>} are not. 
<g, h>, <b,j>} are added, while{< , e , J, 

...-~--------d---,r-:.Jl:-;e~--:--7 
,,,. .,,.. 

Jee • f 
C .r..;< 

,r 

..;c~ Joseph eats a cookie _...r 

Figure 5 

. Id 1 1 role in the solution to 
The natural part relation cou a sop ay a . . . (11) 

the full choice conjunction problem10 _ Consider the perm1ss10n m • 

(11) Joseph may have cake and ice cream. . o-
. d. the so-called package deal reading, which says that J 

There 1s area mg, . f h k both A more 

~e:~r:~~~:dti~:i~~h~n;n~f~:~c~sl~::: ~;~~p~ t: :~~e ~;th, either, or nei-

,o see Rohrbaugh 1995 for further discussion of full choice conjunction. 
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ther. Definition 4 predicts this reading since having-cake is a natural part 
of having-cake-and-ice-cream. 

So we have seen that by manipulating events rather than possible 
worlds we have been able to reduce some of the problems for deontic se­
mantics. 

4. Further directions 

I see at least two problems for further exploration within this 
framework. First, the implied discreteness of events does not allow for 
disjoint fulfillment of a permission.11 If Joseph is granted permission to 
eat a cookie, normally we would not require that the cookie-eating be a sin­
gle continuous event. He might eat half of it, then watch some TV, eat an­
other quarter, walk to the mailbox, etc. The solution to this might lie along 
the same path as that proposed for the quantified permission problem. A 
permission to q> should add to the option set all events that are a natural 

part of a q> event. 

Second, I have not addressed the problem of overlapping events in 
this paper. 12 Events are represented as pairs of consecutive states._ It is 
seldom, if ever, the case that only one aspect of the state of affairs changes 
from one state to the next. If Joseph eats an apple between states a and b, 
it is likely that other things have changed as well .. It may have started 
raining, lightning may have struck, or Joseph may have broken a lamp, 
during the same interval. We would like the permission "Joseph may eat 
an apple" to avoid adding those apple-eating events which also happen to 
be lamp-breaking events, but as with possible worlds there is no general 
way to distinguish. Thus we have something like the spurious permission 
problem all over again. We have rightly avoided adding events which occur 
within the same history as a permitted event at a different time, but we 
have failed to exclude events which temporally overlap the permitted event 
completely. For example consider the model in Figure 6. 

11 As for the discreteness itself, I imagine some might argue that branching time struc­
tures are not discrete, and the event-based system is thus unrealistically artificial. I 
would only say that the discreteness in the modeling system need not reflect discreteness 
in the real world; it might arise due to a certain granularity level with which we view the 
world. Certainly there are sub-events to an event such as eating an apple, but for the pur­
poses of conversation we might act as if the apple-eating were condensed into a single 
discrete event. 
12 See Rohrbaugh (1995) for a more complete discussion of overlapping events. 
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C 

~ 
Joseph eats an apple 

~ 
Joseph breaks a lamp 

Figure 6 

id add three worlds to Joseph's option 
The possible worlds approach_ wo~ b > <a e f>, and <a, e, g>, as 
set those determined by the h1stones <ah, ,tc ,nap' ple Of these, the first 

, id • h. ch Josep ea s a • . 
each of these is a wor m w_ I . ff t !lowing the lamp-breakings m 

• perm1ss1on e ec s, a f> 
two introduce spunous d oach correctly omits the <e, 

d < f> The event-base appr 
<b, c> an . e, • t but still wrongly includes that in <b, c>. 
lamp-breaking even ' . "ble solution would be to 

Nick Asher has suggested that one poss1 \"t tively We could refer 
t ot temporally but qua I a • f 

further subdivide even s, n . f t but as subscripted pairs o 
t simple pam o sta es, 1·k to event tokens no as . . 6 Id have something I e 

states. Recasting the model m Figure we wou 

Figure 7. 
C 

Figure 7 

le eatin could be referred to as <b, c>; and 
The relevant token event of app g f I mp breaking as <b, c>;,. Then 

11 1 pping token event o a -
the tempora y over a . h I nt event saying that the perm1s-

d. . • h once agam t e re eva ' 
we can 1stmgms d {<b > <a e>} to the option set. 
sion to eat an apple would ad ' c ,, ' 
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On Modes of Operation* 
Anna Szabolcsi 

UCLA 

1. Overview 

In traditional syntactic and semantics theories, the behavior of all 
noun phrases is presumed to be uniform. This is expressed by the fact that 
the rules used to account for noun phrase behavior do not distinguish 
between types of noun phrases. 

The first theory that dramatically rejects this assumption is ORT; 
it primarily uses evidence pertaining to pronominal anaphora. 

Of course, anteceding pronouns is not the only thing noun phrases 
do. For instance, they take scope. Again, the traditional assumption is that 
noun phrases are alike in this respect (or, if they are not, the differences 
do not merit serious investigation). But this is wrong. As anecdotal (but 
serious) evidence, consider what happens when you teach quantifier scope 
ambiguities to an unbrainwashed undergraduate class. It takes long hours 
to come up with a few examples that the students accept on the readings 
the standard theory predicts. This does not speak well of the theory. 1 

* This text is more or less identical to the one read at the colloquium. A more 
elaborate version is "Strategies for Scope Taking" in Szabolcsi (1996) . 

1 More concretely, note the following small sample of data, an account of which 
can be found in Stowell and Beghelli (1994, 1995). Only (i) has a natural object 
wide scope reading that traditional theories make us expect: 
(i) Two men read every book. 

✓ 'for every book, there is a possibly different set of two men who read 
it' 

In (ii), the plural indefinite object may be referentially independent of the subject 
but can nevertheless not make the subject referentially dependent: 
(ii) Two men read three books. 

* 'for each of three books, there is a possibly different set of two men 
who read it' 
✓ 'there are three books such that (the same) two men read each' 

In (iii), the modified numeral object can barely scope over another modified 
numeral in subject, and in (iv), it cannot scope over a universal subject at all. 
(iii) At most two men read more than five books. 

?? 'for each of more than five books, there is a possibly differet set of 
at most two men who read it' 

(iv) Every man read more than five books. 
* 'for each of more than five books, every man read it' 
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1 More concretely, note the following small sample of data, an account of which 
can be found in Stowell and Beghelli (1994, 1995). Only (i) has a natural object 
wide scope reading that traditional theories make us expect: 
(i) Two men read every book. 
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but can nevertheless not make the subject referentially dependent: 
(ii) Two men read three books. 
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The assumptions of DRT have some consequences for scope; e.g. 
the noun phrases that have discourse referents corresponding to them are 
predicted to scope quite freely. This is on the right track but does not 
account for the observed scopal diversity in its entirey. 

The present paper is part of a larger joint enterprise that has looked 
at the diverse behavior of quantifiers, with special emphasis on scope. The 
results are coming out in a volume entitled "Ways of Scope Taking." 

In this talk I will begin by looking at the expression of scope in a 
language that has come to be known to "wear its logical form" on its 
sleeve: Hungarian. The critical question is, how does Hungarian 
disambiguate scope in its surface syntax? Does it simply line up the 
quantifiers in the desired scopal order? 

The answer is No. Work on Hungarian over the past 15 years or 
so has shown that Hungarian quantifiers occur in specific, syntactically 
distinguishable positions. They are reviewed in Section 2. Since most 
quantifiers have more than one specific position to occupy, this strategy 
eventually yields a string in which, by and large, the wider scope 
quantifier precedes the narrower scope one. However, the important point 
is that this is not achieved by simply creating a scopal sequence, but by 
letting the quantifiers enter into an articulated structure. 

That is to say, the Hungarian data show that SCOPE LIVES OFF OF 

AN INDEPENDENT STRUCTURE. • 

I may immediately note that this observation is not specific for 
Hungarian. Stowell and Beghelli (1994, 1995) have argued that the 
Logical Form of English sentences has the same property -- and it turns 
out that the positions they postulate match up quite straightforwardly with 
those that Hungarian has in its surface syntax. Thus, although in this talk 
I will be arguing on the basis of Hungarian (and the Hungarian data are 
sometimes critical in devising the argument), the overall claims are 
assumed to hold also for English. 

So, what is this structure that scope lives off of? I will argue that 
it is a structure whose positions correspond to two basic modes of 
operation for noun phrase denotations. These modes of operation 
correspond to canonical verification procedures. 

One, a noun phrase may act as a logical subject of predication. I.e. 
its denotation may provide an entity that the (corresponding) predicate of 
the sentence is "about." I will call this the predicational mode. Two, a 
noun phrase may act as a classical generalized quantifier, specifically, as 
a counting quantifier, operating on the denotation of a predicate. I will call 
this the counting mode, or predicate operator mode. 

Are these modes of operation related to anything familiar? Yes. I 
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nd although conceptually are not 
will suggest that the two mode~ c?rr~spo b ~ween introducing a discourse 
identical to, the basic DRT d1~unct1on f~er (in Kamp and Reyle's 1993 
referent and acting as a generalized quandd~ procedural flavor to DRT. 

Th" 1 • amounts to a ing a 
terminology~. . is c aim eed not (should not?) be simply regarded as 
The suggesuon is that DRT n . discourse referents are not 

1 • cal syntax· for instance, 
a more elaborate ogi : . all Rather introducing a discourse 
simply variables to be clo~ ex1st~n~ J ~ubject ~f predication, an entity 
referent amounts to producing a og1 . 

. • • particular manner. 
that contributes to mterpretaUon ; a . . does this proposal entail any 

Apart :rom. this conce~:nd:~1;';; assumptions'? Yes. The most 
concrete mod1ficaUons o_f the . sals like every dog. I will argue that 
important of these pertains to ~mv_er al ode and in fact introduce a 

• th red1cauon m ' ' they also operate m e p . has a several non-universal 
fi t f some sort. Hungarian . "cal discourse re eren o d we shall see that their log1 

quantifiers that pattern the same _way' _an 
.. cal • d veloping this argument. 

properties are cnU m e od f peration relate to denotational 
Finally' how do th~se m es oh to some properties, specifically 
. rties'> I will show t a . h . 

semanuc prope • . "all d r it the options a quanufier as, 
monotonicity properties, cruc1 y e ~m That is it can be shown that 
however, they do not determine i;~opuon:.denotati~nally equivalent may 
quantifiers that t~ II_1Y best know ge :Uc positions in Hungarian and, 
well occur in d1sunct surface synta . 
accordingly, exhibit distinct modes of operauon. 

2. The basic facts of Hungarian 

. The data have a generative syntactic 
So, let us look at Hungarian. h" . what follows I will use 

. th"ng here turns on t is, m . 
analysis, but since no i . . mes for the positions that exist in the 
the most theory neutral descnpuve na tablished in the early Eighties 
Hungarian literature. This_ stru_cture was e:elf among others. 
by U.szl6 Hunyadi, Katalin Kiss, and my ' 

(1) 

Quantifier* 

{
• (Negation) Focus 1, 

Predicate Operator J 
Negation 

Verb Post-V* 
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The above positions can be distinguished by surface syntactic tests. 
E.g. a Topic, but not a Quantifier, can be followed by sentential 
adverbials like tegnap 'yesterday;' if the verb has a separable prefix, it is 
is preverbal position if the verb is directly preceded by a Quantifier but 
occurs postverbally if the verb is directly preceded by a Focus or a 
Predicate Operator. These details are immaterial for present purposes, all 
you have to know is that one does not need to belong to any specific 
school of theoretical syntax to recognize the distinctness of the above 
syntactic positions. 

In this paper, I will be focusing on just three positions: Topic, 
Quantifier, and Predicate Operator, and ignore the rest. 

These positions can be filled simultaneously and, as was mentioned 
above, their linear order determines the scopal order of the quantifiers 
(this latter fact is not reflected in the idiomatic translation). E.g., 

(2) hopic A tanar [Quan, minden gyereknek [Quan, szamos peldat 
the teacher every child-to several problems-ace 

[Prc<10p otnel tobbszor [vcrn magyarazott el ]]]]] 
five-than more times explained 

'The teacher explained several problems more than five times to 
every child' 

. 
It has always been known that different noun phrases occur in 

dif~erent positions, but their distribution had not been systematically 
investigated. Table (3) shows the results of my investigation for a rather 
representative sample of noun phrases. Some of the data are relevant only 
for a more detailed analysis, but I did not delete them because that might 
give a false impression of what noun phrases behave alike. Two points to 
be highlighted are as follows. 

First, many noun phrases can occur in more than one preverbal 
position. I will argue that their interpretations vary accordingly. 

Second, let us single out a few noun phrases for each of the three 
positions that we are interested in. The Topic position accommodates 
names, definites, and unmodified indefinites. The Quantifier position 
accommodates universals, is 'even/also' phrases and tobb, mint n 'more 
than n' phrases (of one morphological variety). This last type also occurs 
in Predicate Operator; other predicate operators are noun phrases with 
determiners like kevesebb, mint n 'less than n' and pontosan n 'exactly n.' 
These data are illustrated in the simplified structure (4) . 
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(3) 
Topic Quant. Focus PredOp 

a legtObb jiu , 
'most (of the) boys 

valamely jiulbizonyos jiuk 
'some boy(s)' 

Peter, Peter es Maria , 
'Peter,' 'P and M 

afiu(k) 
'the boy(s)' 

hat jiu 
'six boys' 

sokjiu 
'many boys' 

mindenjiu 
'every boy' 

va/amennyi jiu 
'each boy' 

meg Peter is , 
'even Peter 

Peter is 
'Peter, too• 

semelyik jiu (neg.concord() 
'none of the boys 

legalabb hat jiu . 
'at least six boys. 

+ 

+ 

+ 

+ 

+ 

+ 

tObb' mint hat jiu . 
'more than six boys(anal) 

hatnal tObb jiu . 
'more than six boys(syn) 

pontosan hat jiu 
•exactly six boys' 

keves jiu 
'few boys' 

kevesebb, mint hat jiu 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

hatnal kevesebb jiu . 
'less than six boys(anal,syn) 

legfeljebb hat jiu . . 
'at most six boys 

fiu(kJ 
'boy(s), existential' 

+ 

+ 

+ +@ 

+@ 

+ 

+ 

+ 

+ 

+ 
+ 

+ 

+ 

@ 

# 

w·th noun destressed . ed 
O~y if Focus/PredOp is tilled or V is negat 

Post-V 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

+# 

+# 

+# 
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(4) 

Topic* 

'John' 
'the man' 
'two men' 

3. 

Quantifier* 

'every man' 
'even/also two men' 
'more than two men• 

Predicate Operator Verb 

'less than two men• 
'exactly two men' 
'more than two men• 

Distributive and collective readings 

One sharp interpretive difference between these .. 
the availability of distributive and collective readings ibs1tions t:nce~s 

:;::,::.:e 'lift u?' is crucial in getting a clear pict~re 0~ ~S: 0data~ ~~: 
noun ph~:~ T:t:~~ ~:~~:d PredOp indicate the position of the subject 

(5) Topic 

Quant 

PrdOp 

Kati es Mari 
Hat fiu fel-emelte az asztalt. 
'Kati and Mari 

Six boys lifted up the table' 
collective ✓, distributive ✓ 

Minden fiu 

Tobb, mint hat fiu fel-emelte az asztalt. 
Hat fiu is 
'Every boy 

More than six boys lifted up the table' 
As many as SIX boys 
collective *, distributive ✓ 

Kevesebb, mint hat fiu 

Tobb, mint hat fiu emelte fel az asztalt. 
'Less than six boys 

More than six boys lifted up the table' 
collective ✓, distributive ✓ 
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The first observation is that while both Topic and PredOp support 
both collective and distributive readings, Quantifier only supports 
distributive ones. This is quite understandable in the case of 'every' 
phrases but it is quite spectacular in the case of the others. 'More than n' 
phrases occur in both Quantifier and PredOp, and they differ accordingly 
with respect to their ability to support distributive readings. Also, in hat 
flu is 'as many as SIX boys' the particle is 'even' adds nothing but the 
implicature that six is considered many; nevertheless, the noun phrase can 
now only occur in the Quantifier position and can only be interpreted 
distributively. 

This suggests that the Quantifier position is one that is directly 
associated with a distributive operator. In fact, Stowell and Beghelli 
(1994, 1995) argue that universals appear in such a position at LF in 
English. The Hungarian data, which involves a much wider range of noun 
phrases, supports the assumption of such a distinguished position. 

We may now ask if the collective and the distributive readings are 
obtained in the same way in Topic and in PredOp. The answer seems to 
be No. In the case of Topic phrases, the noun phrase denotes a potentially 
plural individual which may then be the subject of either collective or 
distributive predication. This scenario makes no intuitive or technical 
sense in the case of PredOp. Here we must start with the denotation of the 
predicate 'lifted up the table,' which may be distributive (contain sets of 
individuals) or collective (contain plural individuals). The contribution of 
the subject, then, is to say that the elements/atoms of the predicate 
denotation are boys, and to count those elements/atoms. 

This means, for instance, that the PredOp variant of (5), 'More/ 
fewer than six boys lifted the table' can have a collective reading, 
although the subject never denotes a collective (a plural individual). Note, 
by the way, that this sentence has the flavor 'It took more/fewer than six 
boys to lift the table (because it was so heavy/light),' but not all sentences 
of this form do. E.g. (6) has no such flavor. 

(6) More/fewer than six estates surround this castle. 

4. Topic versus PredOp: two modes of operation 

Let us leave the Quantifier position for a while and focus on Topic 
and PredOp. You will have noticed that my paraphrases above already 
involve the "modes of operation" perspective mentioned in the overview. 
Namely, in the case of Topics, we start out with an entity associated with 
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the noun phrase and let the (relevant art of 
predicated over it. In the case of Pred~s we :he) rest o~ the sentence be 
of the predicate and let the noun ph ' & tart out with the denotation . rase per1orm an ope ti (I • 
countmg) on it. The first is called the ed" • ra on specified 
counting or predicate operator mode PI rb il~at10nal and the second the • • e ieve these are t ct· • 
canomcal verification procedures. wo istmct 

At this point it is obvious that th 
predicational mode are those that D;;oun phrase_s that operate in the 
referents. (There is one poten•;all ct· assumes mtroduce discourse 
d 

. u Y ivergent case the h • 
eternuner a legtobb 'most ' h. h Id . ' noun p rase with 

about here.) On the other' h w die th o not wish to make specific claims 
operators behave, in Kamp ;;1 ~ 1 e, noun ~hrases that I call predicate 
quantifiers. eyes termmology, as true generalized 

I believe that the modes of o ration • 
perspective are not in conflict Rather ra per~pective and the DRT 
flavor to DRT As H K • ' m proposing to add a procedural 

· ans amp (p c ) noted DRT • 
in the sense that it matters what -~ ' is already procedural 
those DRSs are truth-conditionall pr . :es create th~ DRSs, even when 
I have in mind go beyond this· th~ eqmv . ent. Th~ venfication procedures 
and the model th ' y pertam to the mterface between DRSs 

eory. 
. In any case, I believe that slightly modified DRS • 

servmg as a representational b . & s are smtable for 
Th 

asis 1or the P. oced ra1 ct· • • 
erefore, if the reader wishes t . k . . u istlnctlons. 

, read the following as an argum::t~ w_ith class!cal DRT,_ (s)he may 
positions of H~ngarian in terms of DR;~ mterpretlng the distinguished 

One shght modification that I am • • 
treatment of Topics Kamp & R 1 . proposmg pertams to the 
phrase internal conditions are en:: s::ulate ~at all (and only) noun 
referent is introduced Thi"s .: 1 . . _the pomt where the discourse · supu atlon 1s m fact c ·a1 • 1• • • 
problem noted by Heim (1982): ruci m e 1nunat1ng a 

(7) If a cat likes a friend of mine, I always give it to her. 

This sentence has a reading on which • • • 
it were formalized by 'there is . it is about ~y. f~end Sylvia. But if 
and a cat likes her' then I give t: ::ty ~uch, that I~ it i_s a friend of mine 
any model that contains an entity th t? er, th~n it might be verified by 
has received much attention r tlat !s not a fnend of mine. This issue 
Ab 

ecen y m Abusch's and Re· hart' 
usch proposes a syntactic m h • m s work. 

the existential quantifier while~ ~~m to percolate ~he restriction up to 
like a friend as f(friend/ h fe~n art p~oposes to mterpret indefinites 

' w ere is a choice function. The results seem 

to be equivalent to Kamp & Reyle's. 
My own proposal is to stick with Kamp & Reyle's solution but to 

make it perhaps a little more principled. Instead of assuming, as is usual 
in all versions of ORT, that discourse referents are variables that range 
over the whole universe and the restrictor is predicated of them, I propose 
to semantically restrict, i.e. sort, the variables in an appropriate way. 
Specifically, I propose that discourse referents, i.e. logical subjects of 
predication, are variables ranging over witness sets of the GQ the noun 
phrase denotes. (Recall: a witness set is an element of the GQ that is also 
a subset of the smallest set GQ lives on. E.g., a witness of two men is any 

set that contains two men and no non-men.) 
This proposal may be somewhat unusual in that it appeals directly 

to the denotation, as opposed to the syntactic form, of the noun phrase. 
But the Kamp and Reyle version of ORT is already more semantic than 
the pioneering versions were, e.g. in that it contains various operations 
(abstraction, summation) that create discourse referents but do not simply 

correspond to a syntactic operation in the sentence. 
This modification makes a prediction: what is relevant for 

discourse referents is their witness sets and not their restrictor sets (i.e. 
not just the sets they live on). This seems to be supported by the following 
consideration. It has often been suggested that specific/topic indefinites are 
presuppositional in some sense. The authors who make this claim, e.g. 
Diesing (1992), typically mean that the restrictor set is presupposed to be 
non-empty. On my proposal, the source of presuppositionality may be the 
fact that predication is not merely false but nonsensical if there is no 

subject for it. But what is presupposed? Consider, 

(8) Hat lengyel papa konyvet frt. 
six Polish Popes book-ace wrote 
'Six Polish Popes wrote books' 

On the usual approach, this sentence was infelicitous say 50 years ago, 
because the set of Polish Popes was empty, and it is felicitous now, 
because the set of Polish Popes is not empty. But it seems to me the mere 
existence of one Polish Pope does not make it felicitous. In order for it to 
be, we ought to have six Polish Popes. This is exactly what the witness 

set approach predicts. 
So, the somewhat modified DRSs that I propose to adopt for 

Topics and PredOps are as follows. 

(9) hopic two boys (p,e<10p exactly five books lvero read]]] 
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XE two-hays 

T\ 

atom(X)(x) T\ =L y: book(y) 

read(y)(x) 

IT\I = 5 

XE DP is a variable ranging over plural individuals whose atoms 
are the elements of some minimal witness set of [DP]. I follow Stowell 
and Beghelli in identifying the distributive operator with silent floated 
each. The formalization of the contribution of PredOp remains as in K&R 
(assuming an extension to cover the collective readings, discussed above). 
K&R's abstraction operator :E forms the intersection of the sets of books 
and things read by x. • 

The assumption that the referent X introduced by a Topic is based 
on a minimal witness is motivated by collective readings and anaphora 
facts. A non-minimal witness of [ two boys] may be a set of four boys. 
But if the table was lifted up by a collective of four boys, then 'Two boys 
lifted up the table' is false. (I thank Y. Winter for discussion on this 
point.) When the predicate is distributive, as in (9), there is no truth 
conditional difference between using minimal and non-minimal witnesses, 
thanks to the fact that all quantifiers in this position are monotonic 
increasing (a fact to be commented on below). For uniformity, then, we 
want to assume that the referent is based on a minimal witness regardless 
of what kind of predicate it will subsequently be a subject of, and 
anaphora facts confirm that this is indeed correct: 

(10) Two boys came in. They were tired. 

While the first sentence is compatible with, say, four boys corning in, they 
only refers back to the two that were singled out. 
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5. Where does the Quantifier position belong? 

Let us now move on to the question of how noun phrases that 
occur in the Quantifier position are to be analyzed. Specifically, where do 
they stand in the dichotomy we are considering? DRT classes them with 
generalized quantifiers; I will suggest that they in fact side with the noun 
phrases that operate in the predicational mode and introduce discourse 
referents. 

In making this argument, the Hungarian data are crucial, for two 
reasons. One is intuitive, the other is technical. 

As regards the intuitive aspect, consider the fact that there are noun 
phrases that occur in both the Quantifier and the PredOp positions. These 
are 'many' and 'more than n' phrases. E.g., 

(11) a. Sok diakunk megbukott. Quant 
'Many students of ours flunked' 

b. Tobb, mint hat diakunk megbukott. 
'More than six students of ours flunked' 

(12) a. Sok diakunk bukott meg. PredOp 
Tobb, mint hat diakunk bukott meg. 

I chose the examples in such a way that, due to the possessive construc­
tion, they are both "presuppositional" and the 'many' phrases are 
interpretable as proportional in both cases. If this is so, then there is no 
standardly known reason for the sentences in (11) and (12) to be perceived 
as not meaning the same. But that is the perception; no native speaker 
would be tempted to say otherwise, even though they might not be able to 
explicate the difference. So this is something to account for. 

My account is that in (11) we take a set of students and claim that 
each of them flunked. In (12), we take those who flunked, and count our 
students among them. (11), but not (12), is "about" a set of students. A 
further difference, as Llszl6 Kalman observes is that (12) presupposes that 
the issue of people flunking is under discussion. This meshes with the 
proposed account and is related to the fact that PredOp is a kind of "weak 
focus," cf. diagram (1). 

Now we can go on to check whether noun phrases in Quantifier 
exhibit the property that I claimed was the DRT counterpart of acting as 
a logical subject of predication, that is, whether they introduce discourse 
referents. 

On this technical side, the Hungarian data are useful, because they 
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make various arguments possible that universals do not. 'Every man' type 
phrases are principal filters. This means they have a unique witness set 
that is identical to their restrictor set. This circumstance makes it 
impossible to check whether they can exhibit non-maximal reference 
anaphora, which is one of the marks of introducing a discourse referent 
in DRT. It also makes it impossible to check whether they exhibit 
referential dependence. The 'many' and 'more than n' phrases in 
Hungarian considered above make these tests possible. 

At the outset, it is to be noted that noun phrases in the Quantifier 
position clearly do not introduce the same type of discourse referent as 
say, definites. Kamp & Reyle's basic test is as follows: ' 

(13) Two lawyers hired a secretary who they had interviewed. 

(14) More than five lawyers hired a secretary who they had inter­
viewed. 

In (13), it is possible to interpret hired a secretary who they had inter­
viewed distributively (i.e. each lawyer hires a different secretary) and the 
pronoun they inside it, collectively. This shows unambiguously that two 
lawyers introduces a plural individual referent that antecedes they on this 
interpretation. But no such interpretation is possibfe with every lawyer or 

, more than.five lawyers. The same contrasts obtain in Hungarian, between 
Topic and Quantifier. 

This in itself only shows that if the noun phrases in Quantifier 
position introduce discourse referents, they cannot be plural individuals. 
But there are in fact at least two pieces of evidence that they introduce a 
referent of some sort. 

One kind of evidence comes from the following contexts: 

(15) Quant Tobb, mint hat diakunk megbukott. 
Rosszul tudod, atengedtek oket. 
'More than six students of ours flunked. 
You are not well-informed, they passed' 

PrdOp Tobb, mint hat diakunk bukott meg. 
* Rosszul tudod, atengedtek oket. 
'More than six students of ours flunked. 
* You are not well-informed, they passed' 

When 'more than six students of ours' is in PredOp, the counting position, 
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the dialog is incoherent. The second sentence can only mean that all the 
students who flunked passed. This is in fact expected if noun phrases in 
PredOp do not introduce a referent and thus only support maximal 
reference anaphora (that is, anaphora to the intersection of the sets of our 
students and those who flunked). But when the noun phrase is in 
Quantifier position, all is well, there is no incoherence. At first blush one 
might think the reason is that the second sentence is understood as, 'All 
the students who you imagine flunked passed.' But if this were the case, 
this would be a way-out in the PredOp dialog, too. The only other alterna­
tive is to assume that in Quantifier position, 'more than six students of 
ours' introduces a set, and 'they' refers back to that set. Now there is no 
room for contradiction, since the definition of this set did not involve the 

flunking property. 
The second, perhaps stronger piece of evidence is this. Consider: 

(16) Quant Legalabb ket elemzo ugy gondolja, hogy tobb, mint hat 
hazug igazat beszel. 
✓ 'there are > 6 liars who a fixed set of ~ 2 analysts thinks 
speak the truth' 

PrdOp Legalabb ket elemzo ugy gondolja, hogy tobb, mint hat 
hazu~ beszel igazat. 
* 'there are > 6 liars who a fixed set of ~2 analysts thinks 
speak the truth' 
✓ 'each of ~2 analysts thinks that the# of liars who speak 
the truth is > 6' 

In both cases, the liars can be liars either in the speaker's world or in the 
analysts'worlds. But there is a contrast concerning a further matter. When 
'more than six liars' is in PredOp, the sentence can only mean that at least 
two analysts think that the number of liars who speak the truth is greater 
than six. The sentence can in no way be interpreted as being about a fixed 
set of liars that all the analysts have some belief about. On the other hand, 
when 'more than six liars' is in Quantifier position, it does have such an 
interpretation. This latter is exactly what we predict based on Kamp & 
Reyle's treatment of discourse referents. First, a discourse referent can be 
introduced into any superordinate box; this is why 'more than six liars' 
need not be dependent on 'at least two analysts.' But when this happens, 
the distributive operator associated with the referent invariably gets stuck 
in its "base" position. This is why the analysts also form an independent 

set. 
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These two pieces of data suggest that a noun phrase in Quantifier 
position indeed introduces a referent and there is a separate distributive 
operator associated with it. I will assume that this referent differs from 
more standard referents in that it is a set, not a plural individual referent, 
and whatever differences exist in their behavior follows from this. 

Recall that universals occur in the same Quantifier position. Since 
their behavior is fully compatible with the above reasoning, I will assume 
that they, too, introduce the same kind of set referents. Thus the modified 
DRT-style representation is as below. Notation: XEDP* is a variable 
ranging over witness sets of [DP] . 

(17) [Quan, every boy i:iwi0p exactly five books [verb read]]] 

X E every-boy* 

xeX ~ = L y: book(y) 

read(y)(x) . 
1~1=5 

Note that here the referent is not required to be a minimal witness. 
Since these sentences only have distributive readings, and since the 
Quantifier position hosts only increasing quantifiers (see below), truth 
conditions will not motivate the decision. But anaphora facts do. Recall 
(15), 'More than six students of ours flunked. You are not well-informed, 
they passed.' If the referent I argue 'more than six students of ours' 
introduces were a minimal witness set of the quantifier, this discourse 
would make sense only if 'they' referred back to exactly seven students. 
But this is not necessary; eight or more students may well be involved. 

Let me now cite two pieces of circumstantial evidence in favor of 
the claim that inhabitants of the Quantifier position introduce a set referent 
with a distributive operator attached. 

One piece of evidence comes from the fact that Stowell and 
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Beghelli's analysis of the Logical Form behavior of the English universal 
every man amounts to the same claims. Recall that the Hungarian 
Q~antifier position is claimed to be analogous to the position of English 
universals, only it is better populated. Specifically, two of the phenomena 
S&B are concerned with are as follows: 

( 18) John didn't read every book. 

(19) What did every boy read? 
John wonders what every boy read. 

The notable property of (18) is that, on normal intonation, it only allows 
a reading where not takes scope over every book. The notable property of 
the sentences in (19) is that they have pair-list readings. S&B analyze both 
cases by assuming that the universal acts as a variable bound by some 
operator (the negation or the question operator). Details aside, this would 
make no sense on the usual interpretation of universals, but it makes good 
sense if the universal introduces a set referent, since that is a bindable 
variable in DRT terms. (Incidentally, the result that universals may be 
bound is not unique for this analysis; dynamic semantics can produce the 
same, as observed by Groenendijk & Stokhof (1993).) 

The other piece of circumstantial evidence pertains to an analysis 
of pair-list readings that this audience will be more familiar with. Recall 
that Groenendijk and Stokhof, Higginbotham, and Chierchia all analyzed 
pair-list readings in such a way that the universal does not act in its usual 
manner; rather, its unique witness set serves to restrict the domain of the 
question. A highly simplified form of Chierchia's analysis is below: 

(20) What did every boy read? 
AP3W[witness(W, [every boy]) & P(which wEW read what)] 

That is, Chierchia's analysis factors the contribution of every boy into a 
witness set and a distributive operator. This is precisely what Stowell and 
Beghelli do and what I argued for above. The only difference is that 
Chierchia assumes that every boy exhibits this behavior only under 
exceptional circumstances, i.e. in pair-list readings, while I argue that this 
is its standard behavior. 
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6. Denotational semantics and modes of operation 

This brings us to the last issue that I wish to raise in this paper, 
namely, to what extent do the denotational semantic properties of a noun 
phrase determine its mode or modes of operation . 

Some noun phrases have no chance to operate in the predicational 
mode (or, to introduce discourse referents). Assuming that Det is 
conservative and has extension, observe: 

(21) If Det is increasing, but not if it is decreasing or non-monotonic, 
Det(N)(P) = for some witness W ofDet(N) , for every xEW, P(x) 

The left hand side is the traditional interpretation, and the right hand side 
is the one that involves grabbing a witness and predicating over each of 
its elements. In view of (21), the latter is a possible way to construe to 
operation of increasing quantifiers, but if decreasing or non-monotonic 
quantifiers were construed in the same way, that would seriously distort 
their truth conditions. (Note: Fewer than five men walk and &act/y five 
men walk do not just mean that there is a set with the said cardinality 
whose members are men and walk; they insist that this is a maximal set. )2 

So, the question is, do the Topic and Quantifier positions conform 
to this requirement? Going back to table (3) we can see that they do! 

22) All the decreasing and non-monotonic quantifiers of Hungarian are 
confined to the PredOp position. 

The restriction that Topic and Quantifier accommodate only increasing 
quantifiers is a robust fact that certainly calls for an explanation. I am not 
aware of any possible explanation other than the one that is emerging 
here, namely, that the inhabitants of these positions operate in a fashion 
that is available only to increasing quantifiers. 

We must note, however, that PredOp also contains some increasing 
quantifiers. What this indicates is that the abstract denotational semantic 
ability of a noun phrase to introduce a discourse referent does not force 
it to do so. That is, denotational semantics delimits but does not determine 
actual modes of operation. 

2 Exactly the same reasoning applies to the standard analyses of pair-list readings, 
cf. (20). In Szabolcsi (1994) I observed that in fact, in certain complement 
contexts non-increasing quantifiers also suppprt pair-list readings, wherefore that 
analysis needs to be rejected qua generally valid solution. In the previous section 
I was using (20) as supporting evidence strictly in connection with universals. 
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This conclusion is reinforced by subtle data like the following. The 
'more than' construction has two versions in Hungarian, morphological 
and syntactic comparison. The two seem denotationally equivalent. But 
while the one involving syntactic comparison can occur in either 
Quantifier or PredOp, the one involving morphological comparison can 

only occur in PredOp. 
A quite similar conclusion may be drawn for the other mode of 

operation. Recall that I claimed that the noun phrases that act like true 
generalized quantifiers are actually all "counters." This is not to say that 
they are necessarily intersective, nevertheless, they all involve a counting 
(and perhaps a comparing) procedure that gives a number in the end. 

Universals and definites clearly do not conform to this pattern and 
they do not occur in PredOp, indeed. But what happens in the conv~rse 
situation: is the abstract ability of a quantifier to count suffice for 1t to 
operate in the counting mode? 

I have not analyzed the behavior of the determiner a legtobb 'most' 
in detail, but looking back at table (3) we may note that it is quite sharply 
restricted to occurring in the Topic position. But consider the fact that 
Most of the boys left is considered to be synonymous with More than 50% 
of the boys left. Now, it turns out that the Hungarian noun phrase 'more 
than 50% of the boys' can occur in PredOp, in distinction to 'most of the 
boys.' So here, too, we see that putative denotational synonymy does not 
predestine two noun phrases to operate identically. . _ 

Interestingly, Hungarian word order is not the only empmcal 
domain that sets these two noun phrases apart. Consider there-insertion 
and binominal each contexts in English: 

(23) a. 
b.* 

(24) a. 
b.* 

There will be more than 50% of the boys in the yard. 
There will be most of the boys in the yard. 

The boys read more than 50% of the books each. 
The boys read most of the books each. 

Sutton (1993), whose work is the source of these data concluded, 
somewhat desperately, that the noun phrases that combine with binominal 
each do not seem possible to characterize in denotational terms; rather, 
what they seem to have in common is that they are all "counters." While 
the proposal I made above does not immediately explain why specifically 
counters need to be involved in this construction, I hope to have substanti­
ated that this type of non-denotational semantic conclusion need not be that 

desperate. 
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A Critique of a Proof-Theoretic Account of Anaphora 

Matthew Watson, University of Texas at Austin 

Recently, Aame Ranta has presented a proof-theoretic framework, 
based upon Martin-Lof's intuitionistic type theory, for studying anaphora 
in English discourse (Ranta 1991 and Ranta 1994 ). Ranta has claimed that 
this proof-theoretic perspective is superior in some respects to model­
theoretic treatments of discourse anaphora, such as Discourse 
Representation Theory (hereafter DRT) and Dynamic Predicate Logic 
(hereafter DPL). His main argument for this claim centers around the 
analysis of sentences such as the following: 

( l) If every man finds a pen some man loses it. 
Both DRT and DPL say that the pronoun 'it ' cannot be anaphorically 
linked to the indefinite noun phrase 'a pen'; Ranta' s theory, as we shall 
see, says that the pronoun 'it' refers to the pen found by the man 
introduced by the noun phrase 'some man'. Ranta defends this result as a 
proper analysis of sentences such as ( l ). I will attempt to cast some doubt 
on his contention. I will first argue that the anaphoric links which Ranta 
alleges to be present in sentences such as (1) ·are not clearly present there. 
I will then argue that even if Ranta is correct about the presence of these 
links, his analysis of the meaning of these sentences is not clearly the 
correct one. After presenting these considerations against Ranta' s major 
argument for the superiority of his proof-theoretic approach over the more 
established model-theoretic approaches, I will spend the remainder of the 
paper pointing to similarities between the respective approaches. To be 
more specific , I will argue that there is a similarity between the classical 
DRT reading of donkey sentences with determiners and relative clauses 
and Ranta's reading of these sentences. Because the readings given to 
these sentences by the respective approaches are so similar, we can find 
analogs of the problems associated with the classical DRT reading (most 
notably the proportion problem) in Ranta's reading. I will conclude this 
paper by suggesting how these problems might be repaired. 

Before looking at any specific analyses of sentences within Ranta's 
framework, I will briefly present its general structure. The formal 
framework which Ranta employs to study the semantics of English 
anaphoric constructions is a kind of categorial grammar, consisting of 
three parts. One of these parts is a lexicon, which consists of "category 
assignments to basic expressions "(Ranta 1991 , p.227). In the lexicon 
certain English words are categorized as expressions standing for sets, 
others are categorized as expressions standing for propositional functions 
over those sets, and so on. For instance, the common noun ' farmer' is 
given the following categorization in the lexicon : 

(2) farmer: set. 

669 



'fam1er: set' is the jud m h . d . g ent t at the type of farmers is a set Th. • 
JU gment m Ranta's extension of M • •• , • • is is a 
(for a full account of this theory s a~m-L~f9 s higher level type theory 
and Smith 1990). Every entry i~ t~e l anta . 91 or Nordstrom, Petersson, 
the form ofJ·udgment used f e_ ex1con is a Judgment in this theory · 

or a particular lexic J d ' 
grammatical category to which the lexical item a entry epends upon the 
component of Ranta's fo l f . belongs. Another rma ramework 1s what h II h " 
grammar "(Ranta 1991, p.227) wh· h . e ca st e categorial 
Martin-Lof's higher l 1 , ic simply consists of the rules of 

eve type theory Th I 
complex propositional expressions fr~m t::~ ru_ es are us~d to build up 
lexicon The final asic expressions of the 

· component of the framew k • " 
rules " (Ranta 1991 p 227) h. h or ts a set of sugaring , · , w 1c transform • • 1 
the type theory into strings of En r h propos1t1ona expressions of 
thought of as the inverse of arsi~ is words (suganng rules can be 
that is, there are some Engr\ g rul_es). Th~se rules are not one-to-one; 
applying the sugaring rules t:o t:press1ons w_h1ch can be obtained by 
theory. Moreover the rul o or more d1stmct propositions of type 

, es are not even fu ( 1 • 
proposition may be "sugared" . t nc 10na , smce the same 
rules are meant to be meanin m o mo:e than one English expression. The 
obtained by sugaring a pro og~reservmg, so_ that an English expression 
same meaning as that expr~ss~~ io~a expression of the type theory has the 
expression which can be obtain:d ~onsequ~ntly, a sm~l~ English 
of type theory is ambiguo s) Th y sug_armg from q1stmct propositions 

u · e meanmgs of • • • 
_ievel type theory (and co I . propos1t1ons m the higher 
expressions into which h nsequent y, the meanmgs of the English 
meaning explanations f~reJ·~tn betsugarhed) are given by Martin-Lof's 

Th f 11 . . gmen s mt at theory. 
level t~p~ t~:;;;Judgment can be derived in Ranta's version of higher 

(3) ~~:;_(Tiy: man)(fa: pen)find(y,z)) (Lu: man)lose(u,p(ap(x,u))): 

The • • propos1t1on (Tix: (Tiy: man)(fa: pen)find(y,z)) (Lu: man) lose u 
p(ap(x,u))) can then be sugared into the E 1· h ( , d · • . ng 1s sentence ( J) The 

i::i;~:1:~ooftt;:i~~Jr~~ition in the higher level type theory ~ives some 

I. 2. in 3. 4. 
. z: x: man)(Ly: pen)find(x,y) u· man ap 

x. man y: pen find 4 • • 
find(x,y): prop abstr. (2) u· .man ap{z.u) : (Ly: pen)fmd(u,y) p 

pen : set (y)find(x.y): {pen)prop L • p(ap(z u)): pen lose 
(Ly: pen)find(x.y): prop abstr (I) . lose(u.p(ap{z.u))): prop abstr. (4) 

man: set (x)(Ly: pen)find{x,y): {m.an) ro m~n. set {u)lose{u,p{ap(z.u))): {man)prop L 
(nx· man)(L . )fi d. p p (Lu. man)lose(u,p(ap{z.u)}): prop abstr.(3) 

· y. pen m (x y)· prop ( )(L ' · z u: man)lose(u.p(ap(z,u))): ((nx: man) 

(nz· . (Ly: pen}find{x,y})prop n 
. (nx. man)(Ly: pen)find(x,y)) (Iu : man)lose(u,p(ap(z,u))): prop. 
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The left side of this derivation is a derivation of the judgment that (Tix: 

man)(Ly: pen)find(x,y) is an object of the type of propositions. This 
derivation uses certain judgments given in the lexicon (man: set, pen: set, 
find: (man)prop, and so on), as well as a number of rules in Martin-Lof's 
higher level type theory. These rules are written to the right of the lines of 
the derivation to which they are applied. Note that some of these rules 
(find, lose, L, TI, ap, and so on) are not basic rules of higher level type 

theory, but can be obtained by applying the basic rules to the 
categorizations of the corresponding constants (find, lose, L,TI, ap, and so 
on) given in the lexicon. Also note that whenever the abstraction rule 
(abstr.) is used to form an object of type (A)B (the type of functions from 
A to B), all or some of the occurrences of the hypothesis x: A are 
discharged; this is indicated in the derivation by writing the numeral 
corresponding to the hypothesis discharged in an application of this rule to 

the right of the line to which the rule is applied. 
The right side of the derivation given above begins with the hypothesis 

that z is an object of the type (Tix: man)(Ly: pen)find(x,y) and the 

hypothesis that u is an object of the type man. An object of type (Tix: A) 
B(x) is a function which, when applied to a member a of the set A, yields a 
member of the set B(a). So when z is applied to u, this yields the 
application instance ap(z,u): (Ly: pen)find(u,y) (actually, the constant ap 
defined in the higher level type theory also takes the types A and B as 
arguments; following Ranta 199 l, I am suppressing the type information) . 
The type (Ly: pen)find(u,y) is a set whose canonical members are pairs 
(a,b), where a: pen and b: find(u,a). Since ap(z,u) is a member of this set, 
it can be computed into canonical form (that is, it can be computed into a 
pair satisfying the condition mentioned above). Consequently, the 
projections p(ap(z,u)): pen and q(ap(z,u)): find(u,p(ap(z,u))) can be 
formed. In the derivation above, the first of these projections is derived 
from ap(z,u): (Ly: pen)find(u,y). Since this projection is a member of the 
set pen, and since lose is a propositional function defined on the sets man 
and pen, the proposition lose(u,p(ap(z,u))) can be formed. The variables 

in this expression can then be bound by applying the Land TI rules in the 

order indicated above. Both the constant L and the constant TI take a set 
and a propositional function defined on that set as arguments and yield a 
proposition as a value. Since sets and propositions are identified in 
Martin-Lof's type theory (through a version of the Curry-Howard 
isomorphism), the final application of the TI rule in the derivation is 

correct. 
When the proposition (Ilz: (Tix: man)(Ly: pen)find(x,y))(Lu: man) 

lose(u,p(ap(z,u))) is sugared into the sentence (1 ), the term p(ap(z,u)) is 
sugared into the pronoun 'it'. As I noted above, p(ap(z,u)) is a member of 
the set pen . Moreover, this pen is the pen found by the man introduced by 
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the indefinite noun phrase 'some ' . 
(that is, q(ap(z,u)) is a proof ob ·ecman , smce q(ap(z,u)t find(u ,p(ap(z,u))) 
So even without giving the f 1l~d t ~f the propos1t10n fmd(u ,p(ap(z,u)))). 

u etalls of the t h • 
meaning of the propos·t· (IT . ype-t eoret1c account of the 

I wn z (ITx· m )(L . 
lose(u,p(ap(z u))) and h • • an y: pen)fmd(x,y)) (Lu: man) 

' , ence of the • 
the pronoun 'it' and the . d f. . meanmg of sentence (I), it is clear that 
R , m e mite noun h , , 

anta s theory to be ana h . . P rase a pen are predicted by 
Both D p oncally linked. 

RT and DPL predict th , . , , , 
anaphorically linked 1- at It and a pen cannot be 

n sentence (I) R . . . 
those theories, since he th · k h • anta views this as a limitation of 
H m s t at there 1s h 1 • k • • owever, it is not clear th t h . sue a m m this sentence. 
then one would expect tha: at sr~ IS such a link. If there is such a link, 
sentences with the same form ~1lar hnk would be present in other 
pronoun 'it' can take th • ut It is not clear, for example, that the 
" . e noun phrase 'ad k , . ,ollowmg sentence: on ey as its antecedent in the 

( 4) If every farmer beats d 
Both DRT and DPL ct· a onkey some farmer harms it 
" ,. , . pre ict that 'a donke , • 
ior it m this sentence " h y cannot serve as an antecedent 

, 1 or t e same r h 
cannot serve as an antecedent for '. , _easons t at they predict that 'a pen, 
says that 'a donkey' and •·t, it m sentence(]). But Ranta's theory 
since (4) can be sugared fl cahn be anaphorically Jinked in sentence (4) 

rom t e folio • · · ' 
(5) (Dz: (ITx· far wmg propos1t1on of type theory: 

harm(u,a~(z,u;~r)(Ly: donkey)beat(x,y)) (Lu: farmer) 

Here p(ap(z,u)): donkey and (a • 
c-1ear in the following senten q ~(z,~)): beat(u,p(ap(z,u))). It is even less 
donkey' can serve as an ant ce ~ an m sentence (4) that the noun phrase 'a 

(6) If . ece ent for the pronoun 'it'. 
every vetennarian knows a f • 

veterinarian vaccinat . armer who owns a donkey some 
A . es It 

gam, DRT and DPL predict that·, , ,. , 
anaphorically linked in (6)_ B a donkey and 1t cannot be 
proposition of type theory: ut (6) can be sugared from the following 

(l) (ITv: (Du: veterinarian)(L (L 
know(u p(z))) ('<' . . z: . x: farmer)(Ly: donkey)own(x,y)) 

' ..c.w. vetermanan)v • ( 
Here p(q(p(ap(v w))))· d k . accmate w,p(q(p(ap(v,w))))). 

, • on ey, smce p(a ( )) ('<' 
own(x y) and henc ( ( p v,w : ..c.x: farmer)(Ly:donkey) 

. ' ' e q P ap(v,w)))· (L . 
Smee q(q(p(ap(v,w)))): own • Y- donkey)own(p(p(ap(v,w))),y). 
analysis of (6) predicts a lin?b(p(ap(v,';"))), p(q(p(ap(v,w))))), Ranta's 
If I am correct concerning the ;~:een a donkey' and 'it' in that sentence. 
by Ranta 's theory in exam 1 ousness of the anaphoric links predicted 
argument for the superior/yesfsh~ch as (4) and (6), then Ranta's main 

h . o is theory as a t I f I . . anap ora 1s undermined At h 00 or ana yzmg discourse 
. . • t e very least R t Id some pnnc1pled way of ct· . . . ' an a wou have to provide 

h 1stmgu1shmg b t 
t e predicted anaphori·c 1• k . e ween such cases as (I) where 

m 1s arguabl b ' 
where the predicted link is ar y accepta le, and such cases as (6), 

guably unacceptable. Perhaps this could be 
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done by introducing some constraints on such links into the existing 
theory. However, any discussion of the nature of these constraints, or 
even where such constraints should be placed within Ranta's three-part 
theory (e.g. , whether they should be placed in the categorial grammar or 
the sugaring rules) is beyond the scope of this paper. 

Even if one accepts as genuine the anaphoric links which Ranta predicts 
to hold in sentences (I), (4), and (6), it is possible that his theory provides 
an incorrect analysis of the meanings of those sentences. I will explore 
this possibility by looking in detail at the meaning assigned by Ranta's 
theory to sentence (4). The meaning assigned by the theory to this 
sentence is identical to the type-theoretical meaning of the proposition 
from which it is sugared (proposition (5)). The meaning of a proposition 
in Martin-Leif's type theory is given by explaining what constitutes a 
canonical proof of that proposition, as well as explaining under what 
conditions two canonical proofs of that proposition are equivalent. A 
canonical proof of proposition (5) is a function which, when applied to a 

proof a of the proposition (Ilx: farmer)(Ly: donkey)beat(x,y), yields a 

proof object b(a) of the proposition (Lu : farrner)harm(u,p(ap(a,u))) (where 

b(z): (Lu: farmer)harrn(u ,p(ap(z,u))), given the hypothesis that z: 

(TTx:farmer)(Ly: donkey)beat(x ,y)). Since b(a) is a proof object of a 

proposition of the form (Lx: A)B, it can be computed into a pair (c,d). 
The first member of this pair is an element of the set of farmers,while the 
second is a proof of the proposition beat(c,p(ap(a,c))). The expression 

ap(a,c), when computed, yields a proof of the proposition (Ly:donkey) 
beat(c,y) . When the projection pis applied to this proof (yielding 
p(ap(a,c))), a member of the set of donkeys is obtained. Putting this all 
together, a canonical proof of proposition (5) is a general method which 
transforms an arbitrary proof that every farmer beats a donkey into a proof 
that some farmer harrns the donkey he beats. This provides a specification 
of the proof conditions (or, if we replace 'proof' with ' verification' in the 
preceding sentence, the verification conditions) of sentence (4) within the 
framework of Ranta's theory . 

In order to see whether or not the proof (or verification) conditions 
assigned by Ranta' s theory to sentence (4) are correct, consider the 
following situation. Suppose there are only two farmers , John and James, 
and four donkeys, Beavis, Betty, Josie, and Magil la. Further suppose that 
there is a general method f which yields proofs that John beats Beavis and 
James beats Magi Ila, and a general method g which yields proofs that John 
beats Josie and James beats Betty. It follows that both f and g are proof 

objects of type (TTx: farrner)(Ly: donkcy)beat(x ,y). Finally, suppose that 
there are proofs that John harms Beavis and James harrns Magilla, as well 
as proofs that any proof that John harms Josie , or any proof that James 
harms Betty, leads to absurdity. Ranta's theory says that sentence (4) 
cannot be proved ( or verified) in this situation. For suppose that it could 
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be. Then there would be a general method f' which , when applied to an 

arbitrary proof a of the proposition (Tix: farmer)(Iy:donkey) beat(x,y), 

yields a proof b(a) of the proposition (Iu: farmer)harm(u, p(ap(a,u))). In 
particular, if f' were applied to g, this would yield a proof b(g) of the 

proposition (Iu: farmer)harm(u,p(ap(g,u))). But such a proof would have 
to be either a proof that John harms Josie or a proof that James harms 
Betty. By hypothesis each of these alternatives leads to absurdi~y: . 
Consequently, (4) cannot, according to Ranta, be proved (or venf1ed) m 
this situation. 

The consequence of Ranta's theory presented in the preceding 
paragraph is not clearly correct. It is arguable that (4) has a proo~ (or 
verification) in the hypothesized situation. This is because there 1s a 
general method which transforms any proof that every farmer beats a 
donkey into a proof that at least one farmer harms at least one of the 
donkeys he beats. This method consists simply of looking at the me~bers 
of the set of proofs that every farmer beats a donkey (in the hypothesized 
situation this set is a surveyable totality, since it contains but two 
members, f and g) and then seeing if there is a proof of the proposition 

(Iu: farmer)harm(u,p(ap(a,u))) for some member a of this set. If any such 
proof is found, simply match up every proof that every farmer beats a 
donkey with each of the proofs found. If no such proof is found, then 
there cannot be a proof ( or verification) of sentence ( 4 ). In the 
hypothesized situation, there are two distinct funetions which transform 
any proof that every farmer beats a .donkey into a proof that at least one 
farmer harms at least one of the donkeys he beats. One of these functions 
transforms any proof that every farmer beats a donkey into a proof that 
John harms Beavis, while the other transforms any proof that every farmer 
beats a donkey into a proof that James harms Magilla. 

I have argued that there is a proof of sentence (4) in the situation I have 
presented. The reason that Ranta's theory implies that there cannot be a 
proof of (4) in this situation is that it requires that every proof of the 
antecedent of (4) be transformed into a proof that some farmer harms the 
very donkey which the proof of the antecedent tells us he beats. I have 
proposed that there is a proof of ( 4) when every proof of the antecedent of 
( 4) can be transformed into a proof that some farmer harms a donkey 
which some proof of the antecedent of (4) tells us he beats. This proposal 
can obviously be generalized to any sentence of the same form as (4), 
including such sentences as (I) and (6). Since alternative readings of the 
proof conditions of sentences such as (4) exist (I have just given one), 
Ranta needs to argue that the reading of the proof conditions of these 
sentences ·which he gives is a plausible one for at least some contexts in 
which they are used. He should not be satisfied with the proof conditions 
which his theory assigns to sentences such as (4) simply because those 
conditions predict an anaphoric link which other theories of discourse 
anaphora (such as DRT and DPL) miss; he must further argue (as he has 
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not in Ranta 1991 or Ranta 1994) that those proof conditions are the 
correct ones for those sentences in a wide range of contexts. 

So far, I have tried to blunt the force ofRanta's main argument for the 
superiority of his grammar by arguing that it is not clear that the anaphoric 
links which his theory predicts to hold in sentences such as (1), (4), and 
(6) are acceptable, and by arguing that even if those links are acceptable, it 
is not clear that Ranta' s grammar captures the meaning of those sentences. 
I now wish to point out certain similarities between the interpretation of 
donkey sentences provided by Ranta's theory, and the interpretation of 
those sentences provided by the model-theoretic approaches to discourse 
anaphora (DRT and DPL) which he criticizes in his main argument. To be 
more specific, I wish to point out a similarity between the interpretation 
given by classical DRT to donkey sentences with determiners and relative 
clauses - sentences such as the following: 

(9) Every farmer who owns a donkey beats it. 
( 10) Some farmer who owns a donkey beats it. 
(11) Most farmers who own a donkey beat it. 

- and the interpretation given by Ranta's grammar to such sentences. I 
choose to compare Ranta's grammar with DRT rather than DPL simply 
because I am more familiar with the former theory. But given the 
similarity between the readings of donkey sentences given in DRT and in 
'classical' versions of DPL, much of what I say here should also be 
applicable to that theory. 

Sentence (9) can be obtained from sugaring the following proposition 
of type theory: 

(12) (Tiz: (Ix: farmer)(Iy: donkey)own(x,y))beat(p(z),p(q(z))). 

Here p(z): farmer and p(q(z)): donkey, where q(z): (Iy: donkey) 
own(p(z),y). The meaning assigned to sentence (9) by Ranta's grammar is 
identical to the meaning given to proposition (12) in Martin-Lof's type 
theory . A canonical proof of proposition ( 12) is a function which, when 

applied to an arbitrary proof a of the proposition (Ix: farmer)(Iy: donkey) 
own(x,y), yields a proof b(a) of the proposition beat(p(a),p(q(a))) (where 

b(z): beat(p(z),p(q(z))) can be formed in the context z: (Ix: farmer) 

(Iy: donkey)own(x,y)). A proof a of the proposition (Ix: farmer) 

(Iy: donkey)own(x ,y) can be computed into a pair (c,d), where c is a 
farmer and dis a proof that he owns a donkey . The second member of this 
pair can be computed into a pair (f,g), where f is a donkey and g is a proof 
that c owns f. The objects c and f can be recovered from the proof a by 
applying p to a (to obtain c) and apply ing p to q(a) (to obtain f). 
Consequently , a canonical proof of (12) is a function which, when applied 
to an arbitrary proof that a pair consisting of a man and a donkey stands in 
the owning relation , yields a proof that the same pair stands in the beating 
relation. In short, Ranta ' s theory says that the determiner 'every' in 

675 



sentence (9) is to be interpreted as quantifying over proofs that farmer­
donkey pairs stand in the owning relation. 

The interpretation which Ranta's theory assigns to the determiner 
'every' in sentence (9) is similar to the interpretation which classical DRT 
assigns to this determiner in this sentence (see Kamp 1981 ). Classical 
DRT says that (9) is true if and only if every farmer-donkey pair which 
stands in the owning relation also stands in the beating relation. So 
'every' is interpreted as quantifying over farmer-donkey pairs which stand 
in the owning relation. This is close to the reading given by Ranta's 
theory, which interprets 'every' as quantifying over proofs that farmer­
donkey pairs stand in the owning relation . The correspondence between 
the two approaches is even closer if it is stipulated that there can be only 
one canonical proof that a certain farmer a owns a certain donkey b. If 
this st ipulation is made, then there can only be one proof that farmer a 
owns donkey b, since any proof that farmer a owns donkey b can be 
computed into a canonical proof that farmer a owns donkey b, and since 
any two proofs which reduce to the same canonical proof are identified in 
Martin-Lof's type theory. Since there can be only one proof that a farmer 

a owns a donkey b, the number of elements in the set o:::x: farmer)(Ly : 
donkey) 
own(x ,y) will be equal to the number of farmer-donkey pairs which can be 
proven to stand in the owning relation. So if this stipulation is made, then 
Ranta's theory interprets the determiner 'every' as quantifying over 
farmer-donkey pairs which can be proven to stand in"the owning relation . 
This interpretation is indeed close to the classical DRT interpretation. 
1 DRT says that sentence (9) is true if and only if every farmer-donkey 
pair which stands in the owning relation also stands in the beating relation. 
So DRT says that this sentence is true just in case every farmer who owns 
a donkey beats every donkey he owns. This reading of sentence (9) has 

been called the "strong reading" (in Chierchia 1990) or the "V-reading" 
(in Chierchia 1992). It is contrasted with the "weak reading" (Chierchia 

1990) or the "3-reading" (Chierchia 1992) of sentence (9): 
( 13) Every farmer who owns a donkey beats a donkey he owns. 

The strong reading of sentence (9) is the correct default interpretation of 
that sentence, although the weak reading may be better if more is known 
about the circumstances in which it is uttered (for an example in which the 
circumstances of utterance favor the weak reading, see Chierchia 1992, 
p.116). Ranta' s grammar delivers a version of the strong reading of 
sentence (9); that is, Ranta' s grammar says that there is a proof of (9) just 
in case there is a proof that every farmer who owns a donkey beats every 
donkey he owns. This version of the strong reading of (9) gives the 
correct default proof (or verification) conditions for it. 

There are some donkey sentences with the determiner 'every ' which 
favor the weak reading as the default reading. Such sentences include the 
following: 
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(14) Every person who has a credit card will pay his bill with it. 

(Robin Cooper, cited in Chierchia 1992) . . . 
( 15) Every person who has a dime will put It m the meter. (Pelletier 

and Schubert 1989). . 
The strong reading of (15) says that the sentence is true i! and only if 
every person who has a dime will put every dime he has mto the meter. 
But this sentence is clearly true even if some people put some, but _not all, 
of their dimes in the meter. Classical DRT assigns the strong :eadmg to 
this sentence, and thus fails to provide the correct truth conditions for 1t. If 
I am correct in seeing a parallel between the readings of donkey sentences 
given by classical DRT and those given by Ranta's grammar, then Ranta's 
grammar should fail to provide the correct proof cond1ttons for th1~ . 
sentence. This sentence can be sugared from the following propos1t1on of 

type theory: 
(I 6) (Tiz: (Lx: person)(Ly : dime)has(x,y))put-in-the-meter(p(z), 

p(q(z))). . 
For the sake of simplicity, I have not bothered to provide a further type-
theoretical analysis of the prepositional phrase 'in the meter', nor have I 
taken into consideration the tense of sentence ( 15) (for a treatment of tense 
within type theory, see Ranta 1994, Chapter 5) . Omitting thes~ factors_ 
should not affect my argument. A canonical proof of propos1t1on (1_6) 1s a 
function which , when applied to an arbitrary proof a of the propos1t1on 

(fa: person)(Ly: dime)has(x,y) , yields a proof of the proposition put-in­

the-meter(p(a),p(q(a))) . A proof a of the proposition (fa: person)(Ly: 
dime)has(x,y), yields, when fully evaluated, a person b, a dime c, and a 
proof that b has c. The projection p(a) recovers the person b from the 
proof a, while the projection p(q(a)_) recovers the dime c._ So a canomcal 
proof of proposition (16) is a funct10n which , when applied to an arbitrary 
proof that a person has a dime, yields a proof that the person puts the di~e 
in the meter. This assigns too strong a proof condiuon to sentence ( 15), if 
there is a proof that a person has a dime, and a proof that the per~on does 
not put that dime in the meter, then there is no proof of ( 15). Th_1s IS trne 
even if there are proofs that the person in question pu_t enough dimes m the 
meter to prevent his car from being ticketed. It can s1m1larly be shown 
that the proof conditions assigned by Ranta' s grammar to sentence ( 14) 

are too strong. . 
Ranta ' s theory, like classical DRT, yields a strong readmg of donkey 

sentences with relative clauses and the determiner 'every'. Thus, like 
classical DRT, it gives the wrong result in those cases in which a weak 
reading of such sentences is the favored one. This may be only a rumor 
problem for the theory; perhaps, as M. Kanazawa has argued (see . 
Kanazawa J 994, pp. 122-25) the default reading of donkey sentences with 
relative clauses and the determiner 'every' is the strong readmg, while the 
weak reading becomes salient only when other factors are in place (for 
instance , the background assumption that people generally will only put as 
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much money in a parking meter as is necessary to avoid getting a ticket). 
But even if it is only a minor problem for the theory, it should not be 
ignored. At the very least, Ranta should provide an account of the sort of 
factors which can make the weak reading salient. 

A more serious problem facing Ranta's theory is the "proportion 
problem" (see Kadmon 1987, 1990, Heim 1990 for discussions of this 
problem), a problem which originally arose within the framework of 
classical DRT. As noted earlier, classical DRT says that the determiner in 
sentences such as (9)-( 11) is to be interpreted as quantifying over farmer­
donkey pairs standing in the owning relation. This interpretation yields 
the correct truth condiitons for (9) and ( I 0), but not for (11 ). In order to 
see this, consider a situation in which there are·but two farmers who own 
donkeys. Suppose that one of these farmers owns just one donkey, and 
that this farmer does not beat the donkey he owns. Suppose that the other 
farmer owns a pair of donkeys, and that this farmer beats both of his 
donkeys (This is the same situation described in Kanazawa 1994, p.111 ). 
Classical DRT says that sentence (11) is true in this situation, since the 
majority of farmer-donkey pairs standing in the owning relation also stand 
in the beating relation. But sentence ( 11) is false in this situation, since it 
is not the case that the majority of donkey-owning farmers beat the 
donkey(s) they own. The reason that this is dubbed the proportion 
problem should be clear; whenever there is a donkey sentence with a 
proportional determiner such as 'most' modifying a noun phrase with a 
relative clause, then DRT will (often incorrectly) interpret the determiner 
as guantifying over certain sets of pairs, rather than over individuals. 

The proportion problem also anses w1thm Ranta's framework; this 
shoud be expected, since determiners in sentences such as (9)-( 11) are 
interpreted within this framework as quantifying over pairs of a certain 
sort (in (9)-( 11) these pairs consist of a farmer and a proof that the farmer 
owns a donkey), not individuals. In order to see how this problem arises 
within Ranta's framework, consider the following proposition of type 
theory: 

( I 5) (Most z: (fa: farmer)(I:y: donkey)own(x,y))beat(p(z),p(q(z))). 
This proposition can be derived in an extension of Ranta's grammar, an 
extension obtained by adding the rules for the quantifier Most given in 
Goran Sundholm's paper on generalized quantifiers in Martin-Lof's type 
theory (Sundholm I 989), as well as rules for sugaring propositions 
containing that quantifier into English sentences. This proposition can 
then be sugared into sentence ( I I). The quantifier Most, according to the 

definition given in Sundholm I 989, counts proofs of the proposition (I:x: 

farmer)(I:y: donkey)own(x,y); if it is stipulated that there is only one 
canonical proof that a given farmer a owns a given donkey b, then it 
counts farmer-donkey pairs which can be proven to stand in the owning 
relation. But this is the wrong interpretation for sentence ( 11 ), since 
'most' in that sentence is interpreted as quantifying over donkey-owning 
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farmers, not farmer-donkey pairs. In particular, ~he interpretation of_ 
'most' as counting proofs that farmer-donkey pairs stand m the ownmg 
relation will get the wrong result in the situation pr~sented above 
(assuming that the farmer-donkey pairs mentioned m _that example_ can all 
be proven to stand in the hypothesized relations)._ This pro~lem will also 
arise in the analysis of other donkey sentences with proportional 
determiners and relative clauses, since the determiners in such sentences 

will be interpreted as quantifying over sets of the form (I:x: A)B(x), whose 
canonical elements are pairs, not individuals. 

The proportion problem is a more serious ?ro?lem_ for Ranta's 
framework than the problem I mentioned earlier in this part of the paper. 
This is because the "pair-quantificational" (to bo_rrow a term from 
Kanazawa J 994) reading of donkey sentences with relative clauses and 
proportional quantifiers is not the default reading of such sentences, 
whereas the strong reading of donkey sentences with rel~tive clauses and 
the determiner 'every' may very well be the default_ reading of those 
sentences . Fortunately, there are a number of possible solutions to the 
proportion problem which can be implemented i_n Ranta's framework, two 

f hich I will mention here. The first of these 1s offered by S_undh~lm 
~S;dholm J 989), and makes use of the notion of an "A-injection" (1b1d., 

.10). An A-injection is a function from a set (I:x: A)B(x) to a set C. It 

:aps elements of the set (I:x: A)B(x) which have distinct first components 
into distinct elements of C. Since the first components are elements of the 
set A, the name 'A-injection' is an apt one. Using the notion of an A­
injection, the cardinality of the set of first components m a set of the form 

(I:x: A)B(x) can be defined. One can then define a proof of a propos1t1on 

of the form (Most z: (I:x: A)B(x))D(z) to be a proof that a majority of the 

first components of the set (I:x: A)B(x) are D. So a proof of ( 15) would 
be a proof that a majority of donkey-owners beat the_ donkey(s) they own. 
This is in line with the intuitively correct proof cond1t1ons for _sentence 
(11 ). Sundholm himself ultimately rejects this proposed so_lu_twn to the 

Ortl·on problem. His reason for doing so is that the defm1t10ns of the prop . .f. . ,, 
t·f·ers "would no longer be uniform in the domam ... of quant1 1cat1on quan 1 1 ·f· M f 

(Sundholm J 989, p. I 0). This simply means that the quant1 1er . ost,. or 
example, will sometimes count elements m the domain of quant1f1cat1on 
(for instance, if the domain of quant1f1cat1on 1s a simple set such as the set 
of farmers) , and sometimes count elements ma set other than the_set 
forming the domain of quantification (for instance, _1t_counts the first . 
components of the set forming the domam of quant1f1cat1on , 1f that_ set 1s 

of the form (fa: A)B(x)). So one would have to define the quant1f1ers by 
cases, and this requires, as Sundholm points out, "the p~'.nciple of 
definition by induction over the universe of small types (Sundholm 1989, 
p 10) in Martin-Lof's type theory. Sundholm prefers not to defme the 
q~iantifiers in this way, apparently because of the inelegance of the 
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definition and the strength of the formal machinery necessary for that 
definition. I think that Sundholm is too hasty here, since the assumption 
that the quantifiers are uniform in the domain of quantification , although it 
leads to a more elegant framework for studying generalized quantifiers, 
also leads to the proportion problem. His suggestion of using A-injections 
to solve the proportion problem demands more serious attention than he 
himself gives it. 

Another proposed solution to the proportion problem which could be 
adopted by someone working within Ranta's framework is found in 
Kadmon 1990. One could argue, as Kadmon does, that donkey sentences 
such as ( 11) contain a uniqueness presupposition. That is, such sentences 
contain a presupposition that a uniqueness condition for the donkey 
pronoun (in (11 ), the pronoun 'i t') is satisfied. This condition is satisfied 
just in case each farmer who owns a donkey owns exactly one donkey. If 
this condition is not satisfied, then such sentences cannot be felicitously 
uttered in the given context. If this approach is correct, then the 
proportion problem disappears, since whenever one quantifies over 
farmer-donkey pairs standing in the owning relation, one is in effect 
quantifying over donkey-owning farmers. If this approach is adopted to 
Ranta' s framework, then nothing stands in the way of using quantifier 
definitions uniform in the domain of quantification, as Sundholm prefers. 
However, one must also provide, within that framework, some account of 
what occurs when the uniqueness presupposition for a sentence is not met. 
More importantly, one must meet the objections which have been brought 
against Kadmon's position (for instance, the arguments in Heim 1990). 

1 Despite these obstacles, an approach based on Kadmon's work may be a 
viable alternative to one based on Sundholm's work. 

In conclusion, the data which Ranta cites in support of his contention 
that his approach to the study of discourse anaphora is superior to the 
approaches of DRT and DPL do not deliver as clear a verdict as he 
believes. The anaphoric links which his theory predicts to be present in 
sentences such as (I), ( 4), and (6) are not clearly there. Moreover, even if 
he is correct about the presence of these links, the semantic analysis which 
he gives of these links may very well be incorrect. On the other hand, 
many of the readings which Ranta's theory gives to donkey sentences are 
strikingly similar to readings given by the model-theoretic approaches he 
criticizes. Indeed, the readings are so similar that problems associated 
with DRT and DPL are also present in Ranta's theory. Given that this is 
the case, a proponent of DRT or DPL can look upon Ranta's theory, with 
some justification, as a theory which is essentially similar to his own, but 
which in addition predicts a number of questionable anaphoric links which 
his own theory does not. If a proponent of Ranta's approach is to 
convince him otherwise, he must provide some defense of the semantic 
analysis of sentences such as (I) and (4) given in Ranta's approach (in the 
face of such examples as the situation involving the two donkey-beating 
farmers given in the first part ot this paper), as well as some account of the 
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Epistemic must as evidential 
Robert R. Westmoreland 

Indiana University 

1. Introduction 
The English modal auxiliaries must and might, near-synonyms like 

have to and may, and their analogues in other languages such as German 
miissen and konnen, are traditionally analyzed as natural language 
realizations of the modal-logical necessity and possibility operators n and 
p. Modal operators are interpreted in a possible-world semantics using an 
'accessibility relation' which maps each world in the model onto a set of 
'accessible worlds'. A formula of the form n <I> is true in world ffi just in 
case <I> is true in all worlds accessible to ffi. Likewise, p <I> is true in 
world ffi just in case there is a world accessible to ffi in which <I> is true. 
Natural language modal expressions like must and might are identified 
with n and p respectively, with different accessibility relations yielding 
the different senses of these words (Kratzer 1976, 1977, 1981, Chierchia 
and McConnell-Ginet 1991: 234-241). 

In natural language modality, the accessibility relation ( or 
'conversational background' or 'modal base') is not in general made 
explicit, but is taken from the context. To illustrate, sentences (1) and (2) 
are to be interpreted as 'deontic' artd 'circumstantial' modality, 
respectively. 

(1) 
(2) 

Jill must phone her mother 
This man must get to the hospital right away (or he will die) 

Deontic modality describes a person's duty; (1) might be uttered in a 
situation where Jill has made a promise, thus incurring an obligation to 
phone her mother. Circumstantial modality describes the force of 
circumstances; imagine (2) being said of a man who has suffered a life­
threatening injury in an accident. The accessible worlds in the former 
case, presumably, are those where Jill's obligations are fulfilled; in all 
such worlds, Jill phones her mother. In the latter, the modal base 
presumably consists of those worlds where the injured man's life is saved; 
the claim is that in all these worlds, the man gets to a hospital right away. 

An important variety of modality is 'epistemic' modality, illustrated in 
(3). The accessible worlds that define epistemic modality are those that 
are consistent with what is known. 

(3) (The car is in the driveway, so) Jack must be home 

The author rues all shortcomings of this paper that remain despite the invaluable 
counsel of Alice ter Meulen, Michael Dunn, Paul Dekker, Ariel Cohen, the 
IU Semantics Reading Group, and the participants of the Tenth Amsterdam 
Colloquium. 
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If we know such things as that Jack never oes . 
and we learn that the car is i·n the d . g Janywhere without the car 

. nveway at ack's horn th J ' 
home mall worlds consistent with our know led e, en ack is 

Th ge. 
e present paper focuses on must in its • . 

tod show that, while the traditional analysf ;1:~:r;::~e~en:;~;ehe goalbis 
a equate for non-epistemic t 't . f may e 
th~ epis!emic case. This is b:~:;s~ ;~~::lle~n~;:::~y wr;~g results in 
ep1steilllc, but EVIDENTIAL. That is it d mus is not really 

knotedge or infor1;Ilatio? state, but r~ther t~:\ii:c~er;;~f~1::na~}::ker' s 
argue that ep1s!em1c must! should not be seen semanticall • 

~o_d~I at all, desp1_t~ its categorial status as a 'modal auxiliar verb'y as a 
is, it is not a quant1f1er over possible world . f . y • That 
foll~wing section, I discuss the possible-~~~!~~~{°;. states, etc. ~n t~e 

~;:::~~~d::s~o1:t~ate ~hat thts approach is problemfti~sfi: d~~1f:t:i~~ 
Io ic n <I> • as een o serve? (eg., van Benthem 1985), in modal 
MtST<I> -:; '? holds for a r~flex1ve accessibility relation2, whereas 
must Th~ . ~s too strong a claim to make for natural language epistemic 

• is is e_cause MUST<I> seems more readily defeasible than <I> 
However, th~re is a_ more fundamental problem: if MUST<I> is taken t~ 
mean that <I> is true m all worlds consistent with speaker-know led e th 
~UST<I> h~ecomes for all practical purposes indistinguishable f;o:U ~n 

us, w I e MUST<I> H <I> does not strictly hold, the cases where <I> i~ 
t~ue and MUST<I> false are cases where <I> could not be asserted in actual 
discourse_- Hence, the distinction that this analysis makes between <I> d 
MUST <I> 1s not the right one. an 

Pe~hbalps the traditional analysis can be saved by"further restricting the 
f ccessi e worlds to those that are 'normal' • 
means that <I> • . m some sense: MUST<I> 
k _ is true m all normal worlds consistent with s eaker 

ir~~;~:f !:· (~~~sa::: ~~: ca~~~:f u::r~dthat the accessibility relftion i; 
MUST<I> ➔ <I> d may not be normal) and so 
' ,oes not hold. I will argue, however that the conce t f w~:i:~~:;::!s ai:i;~~t r~~~fn:s:~::~:ie~cified, a;d that the poss1bI~-

dyn!!:~e t~~a:o~ee:~:~~t~~~!~e~f1 ;t1tei~ mo~~l_ity in terms of 
Veltman to appear), examined in §3. In this fra:nen IJk et al. 199~, 

:~:et~: siittenxcet is chonceiv~d to be th~ informatio:~~tht~;e ::~t:~~~ 
, w ere a context' 1s som t f d 

information is called the sentence's 'Co t e sor o atabase. This 
after Kartunnen 1973 and Heim 1982) A~ ext Chanr ~otential' (CCP, 
that sentences with epistemic modals h. vocates o this approach hold 

ave a vacuous CCP; they are thus 

2 
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I will cont_inue to use the established tenn 'epistemic must' th h 
argument 1s that the tenn is inaccurate. ' oug my 

To say that the epistemic accessibility relation is irreflexive would b 
~:n~:%~~net tohs_uphp_osml g thl at the world might be inconsistent with oir 

"' , w 1c 1s c ear y absurd. 

thought of not as expressing propositions which are true or false , but as 
constituting 'tests' which adjudge a statement to be 'acceptable' or not. A 
formula of the form MIGHT<I> is acceptable in a context iff updating the 
context with <I> would not lead to absurdity-ie, <I> is compatible with the 
database. A formula of the form MUST<I> is acceptable in a context iff 
updating the context with <I> would not change the context-ie, <I> is 
entailed by the database. However, the Update Semantic account also fails 
to correctly distinguish MUST <I> from <I>, and for essentially the same 
reason; both MUST <I> and <I> ultimately provide the listener with the same 
information: that the speaker considers <I> to be true. 

Both possible-world semantics and Update Semantics treat must and 
might as duals; that is, they assume that in some sense 
MUST<l> = -,MIGHT-,<l> and MIGHT<l> = -,MUST-,<!>. In so doing, they 
miss the key aspect of the meaning of must. As suggested in example (3) 
above, MUST <I> relates <I> to some other information that serves as 
evidence for <I> . The speaker of (3) does not know that Jack is home; 
rather, the speaker knows that Jack's car is in the driveway, and infers 
Jack's presence on the basis of this. The use of must labels a proposition 
as an inference. Modeling must as a quantifier over possibilities does not 
capture this crucial fact. This is discussed in section §4. A linguistic 
device that does not depend on the information which the speaker has or 
wishes to convey, but rather on the way in which the speaker arrived at 
that information, is called an evidential. Evidentials are quite common 
cross-linguistically, so it is important to carefully examine the role they 
play in the composition of sentence meaning. An evidential should not be 
seen as a quantifier over propositions, or as a function from propositions 
to propositions, but as something like a 'label', providing information 
about the proposition. In a sense, it functions at a metalinguistic or meta­
logical level with respect to the propositional content. 

Because it gives information about, rather than adding to or 
modifying, the proposition over which it has scope, an evidential like must 
allows the hearer to evaluate the reliability of the proposition. On one 
hand, this is information that would traditionally be labeled pragmatic 
rather than semantic; yet on the other hand it is part of the sentence 
meaning, independent of speaker meaning. In section §5, I re-examine the 
semantics/pragmatics distinction as it is commonly formulated, suggesting 
that there is an important overlap, a portion of the semantics that is 
pragmatic in nature. I propose that a compositional semantics of sentence 
meaning involves two independent levels composed simultaneously: in 
addition to the propositional content there is a level of metalinguistic 
information. This relates to the analysis not only of evidentials but of 
sentence adverbs, questions, and other phenomena. 
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2. The possible-world semantic analysis 
Here, I present the formal a aratu 

world semantic analysis of musi~s / nllee~ed fo: the standard possible-
' . sen ia y iollowmg Kratzer 198 I. 

• A set W of worlds. 

• The set p of (atomic) propositions { <Pl <I> ~ W}. 

• A t p+ f · ~e o atomic propositions Ju . 
which we only need consider the p ~ ~on-ato~1~ propositions, of 
MIGHT<?> for all <I> E p. mo a propos1t10ns MUST <I> and 

• The set R of accessibility relations {rl . 
modal logic to deal with an ace "bT r E W_x W}. It is customary in 
it will be more convenient to d es~1 i_ IJ;' relat10n, but for our purposes 
each r; E R define a function ea fw1t sets of accessible worlds. For 
that for each world co f ( )~m w{ o:lds to sets of worlds such 
B={co'lr;(co,co')} is amod~l b~s~ -df co lr;(co,co')} . Such a set 
set of worlds, is also a proposition.). (Note that a modal base, being a 

• An atomic p • • ropos1t10n <I> is true at world co .ff 
A modal proposition MUST~- I co E <I>. 
modal base B iff Vco' EB.co' E ~~ true at world co with respect to a 
A modal proposition MIGHT<?> is t . 
modal base B iff 3co' E B. co' E <I>. rue m a world co with respect to a 

' The 'worlds' in this model corr • . 
propositions' are supposed to model t;:pond t? . possibilities, and the 

~anguage declarative sentences th . th propos1t10nal content of natural 
a hill" corresponds to that set of w~-ld e cintent of "Jack and Jill went up 
up a hill. r s w ere Jack and Jill did, in fact, go 

The modal bases give us different se 
reconsider examples (I) - (3) d nses of must and might. Let us , repeate below. 
(1) 
(2) 
(3) 

*!1· must phone her mother 
J iks man must get to the hospital right away 
ac must be home 

In principle, a modal base can be an se . 
modal bases needed for natural Ian y t of worl?s, but m practice the 
expressible by ordinary senten S guage semantics would seem to be 
that set of worlds where "Jill f~f~·lls oh an appro~riat~ ~odal base for (I) is 
worlds where "This man surv· " . er obhgat10ns is true; for (2) those 

1ves 1s true· fo (3) h ' speaker knows is true" is t ' r ' t ose where "What the 
In£; rue. 

ormally stated, the modal base for e . . . . 
worlds consistent with the s k ' k p1sterruc modality is the set of 

b ' pea er s nowledge It • mean Y knowledge' the 'f t· . , • is part of what we . - ac 1v1ty ofkno 1 d . cannot be mconsistent with th w e ge-that what is known 
this basis, then, MUST<?> ➔ <I>e wyorl? o~ ~valuation (the 'real world'). On 

• et mtu1tively MUST <I> makes k ' a wea er 
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claim than <I>. If I utter, "Jack is home" and it turns out that Jack is in fact 
not home, then I have lied, or at least spoken too rashly. Not so if I have 
merely said, "Jack must be home" (sentence (3)). The sentence with must 
leaves a lingering scent of doubt. On the other hand, if I know that Jack is 
not home, or if I have no particular reason to suspect that he is home, then 
to utter (3) would decidedly be dishonest. Thus the use of MUST <I> is 
warranted, not by the speaker's knowledge of <I>, but by the existence of a 
good reason to believe <I> and the lack of a reason to doubt it. 

Consider possible contexts for example (3). We know that Jack's car 
is at his home, but we don't absolutely know that Jack is home. That he 
has gone out on foot, or is riding with someone else, or has bought a 
second car, or has been kidnapped, etc., is logically possible, however 
wildly implausible any of these possibilities may be, given Jack's habits 
and the nature of the world. To get the logic right, then, the epistemic base 
should apparently be restricted somehow to 'normal' or 'plausible' 
worlds. Intuitively, (3) seems to mean that Jack is home in all normal 
worlds. 

Kratzer (1981: 45) proposes a 'stereotypical conversational 
background' to provide an 'ordering source' for a logic of degrees of 
possibility. She also suggests it as a potential modal base for mus t3 . 

Perhaps we can press it into service here as a formalization of the notion 
of 'normality'. 

A stereotypical conversational background is a function f 
which assigns sets of propositions to members of W such 
that for any w E W: 
f(w) contains all those propositions p such that it is the 
normal course of events in w that p - for someone, for a 
community etc. 

(Her function f defines a modal base, like our function J; above) 
Veltman (to appear) has a similar notion of 'normal world' in his 

discussion of modality, although he does not specifically address the 
semantics of must. His definition is rather complicated, and it would take 
us rather far afield to go through it in detail here, but it crucially depends 
on a set "of all propositions that a certain agent considers to be normally 
the case". 

Unfortunately, both of these definitions are vague in a crucial way: for 
what does it mean for a proposition to be "the normal course of events" or 
"normally the case"? Most propositions do not express a COURSE of events 
at all, but rather simply an event, or a state. A sentence that reports a 

3 She defines a number of modal bases (pp. 44-5), then says that any of them may 
be the modal base for the German verb mujJ (p. 45). Her primary purpose for 
introducing the stereotypical conversational background, though, is to account 
for expressions of comparative possibility like more likely and a slight 
possibility. In fact, she claims that epistemic mu/J has the epistemic 
conversational background, the set of worlds consistent with speaker 
knowledge. This is the modal base which we have rejected as too inclusive. 
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course of events is at least bi-clausal, because it must report at least two 
events: eg, "Jill got up and immediately brushed her teeth". A proposition 
that expresses a normal course of events would have to be a generic 
conditional: "When Jill gets up she immediately brushes her teeth". 
Similar considerations apply to Veltman's notion. Very few affirmative 
propositions are normally the case; for example, the sentence "Jill is 
brushing her teeth" is false in most cases, while "Jill is not brushing her 
teeth" is normally true. Do we want the least exceptional worlds to be 
those in which Jill never brushes her teeth? Actually, it seems clear from 
the sentence schemata he discusses ("P's normally are R") and from his 
concluding remarks that Veltman has generic conditionals in mind as 
well, rules which characterize an agent's understanding of the world. 

Veltman makes the remarkable claim that there should be at least one 
world in which every normal propositi'on holds. "If it is not even 
conceivable that everything is normal, something is wrong." Similarly, 
Kratzer (p. 47) describes such a world "in which the normal course of 
events is realized" as "a complete bore. There are no adventures or 
surprises." Yet something IS wrong, for it is surely not conceivable that 
EVERYTHING is normal. The reason is simply that rules normally have 
exceptions; in virtue of this fact, a world where no rules had exceptions 
would be a world where all rules had exceptions. 

There is nothing paradoxical or irrational about expecting the 
unexpected, about saying that it is normal for the abnormal to take place. 
This is why people buy insurance policies and lottery tickets. But even if 
we can somehow exclude meta-rules from our definition of normality, so 
that statements like "Rules normally have exceptioqs" do not apply, there 
can still be no completely normal worlds. First, there may be a set of 
generalizations such that each one is normally realized, yet the entire set is 

1normally not realized. Suppose I have a routine schedule for Mondays, but 
also most Mondays my wife phones at some unpredictable time and has 
me drive her to the store. For each scheduled activity, then, I expect to be 
engaged in the appointed activity at the appointed time, yet I also expect 
to depart from -my schedule at some (unknown) time during the day. 
Given that my routine is routinely interrupted, there can be no completely 
normal worlds. 

Second, there are rules that govern exceptions. Hence, a certain state 
of affairs can be normal from one perspective and exceptional from 
another. Consider the famous generalization about English orthography: 

(4) If a word contains the letters E and I in succession, normally the 
I precedes the E, unless the pair directly follow a C, in which case 
the E normally precedes the I 

Suppose you ask me how to spell the word 'concierge'. I may reply as in 
(5) or as in (6). 

(5) The rule is I before E so it must be C-O-N-C-I-E-R-G-E 
(6) The rule is I before E except after C so it must be C-O-N-C-E-I-R-G-E 
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al worlds should we count the provis~ 

!~ setti? f~! ~~,r :s0;J;~~~?;t::. or as an ~xc~pti~n;h~~:cii:i•i~nc:~!;e 

s::~l~ ;n a w~rld without ad~~~:ur:~dore~:~;:fi~~-would seem to be 
to draw the lme between . 

f onal m all arbitrary• . absolute· they are excep 1 
Third, some exceptions are rime n~mbers normally are o~d. Yet 

consistent worlds. For examp~~lp worlds where the number 2 is o~i, 
there are no comple!ely n~ onsider the fact that normally (ie, on4 _e 

·t or non-existent. r c ber greater than is 
~~;~; ~athematician\ exper1~n;;l~:~. ;~~ rsu~e unproved Goldbach 
expressible as the sum o two o 
Conjecture: 

bly every even number greater than 4 is the sum of two 
(7) Presuma , 

odd primes 
ld independently 

' . ture is correct or incorrect in all war s, 
Goldbach s conJec . . er 
of what is normal. d l istemic must as a quant1fi~r. ov 

It is impossible, then, to mo e ep uch worlds. However, it is not 
com letely normal worlds, for there are rir sa sentence such as (3) to be 
nec:Ssary that everythmg be normalarted from his habits, has not been 
reliable. So long as Jack has :~~lieI'uppose that he is home, regardles~ of 
kidnapped, etc., we may reaso weird! -spelled words, or pnme 

hether there are three-legged dog~, ll ~nly one generalization that 
w d' . 'ble by 2_ In fact, there 1s rea Y 
numbers 1v1s1 
is relevant to (3): 

Wh er Jack's car is, Jack is nearby 
(S) erev . 

. . 1 ss Jack 1s home. 
. eralization m exception e ' . , 

I all worlds where this gen I . . bly precedes E, 'con_c1erge 
;milarly for (5): in all world~:~e::a:r::~r~:mantics for efistem1c m~~t 
is spelled C-0-N-C-I-E-R-G-E. T <l> is true iff <l> is true m all wor s 
would seem to be this: ~U~ ledge such that a certain (contextually 
consistent with the sp~aker s . ow 

·ven) generalization is except10nless. 
g1 . . odal base for the 

- { 'I .(ro ro')} for r; e: R is an !<P1stem1c m 
B - ro r, ' ( ') · f 
speaker iff for all r; ffi:<? • r d t-,, uch that the speakers knows , 
(i) there are no propos1~1ons anbl wsorlds are consistent with 
r ~ --,!-,,,and t-,, Ero' (1e, access1 e " 

speaker knowledge)_; . 'I' and <l> such that the speaker know,s. 'I'' 
(ii) there are propositions Il <l> whenever 'I'' and <l> Eco if 
the speaker believes that genera y 

'l:'E~ . t 
'save the phenomenon', that is, o 

We have gone a long way t~ . ver ossibilities, but the prese~t 
analyze epistemic must ~s ~ ha~tlf!erd oresuits for conditions (i) and (u) 
proposal still does no~ y1el t e es1re to yie'td an empty modal base. 
above may interact m such a way as 
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Suppose the speaker knows that Jack suffered a stroke and was taken to 
the hospital this morning in an ambulance, but wishes to deceive the 
hearer, so utters (3). In this case, we would not want to say that (3) is true. 
Yet, there are no worlds consistent with the speaker's knowledge where 
generalization (8) is exceptionless; consequently it is trivially true that in 
all such worlds, Jack is home. Hence, (3) would be true on the present 
analysis. 

The attempt to model epistemic must as universal quantification over 
possible worlds, then, fails. Quantification over worlds consistent with 
speaker knowledge is too strong, yielding the undesired entailment 
MUST <I> ➔ <I>. Further restricting the modal base to completely normal 
worlds is not possible simply because such worlds are inconsistent, while 
restricting it to worlds that are normal in some contextually given respect 
yields undesired results when the modal base is empty. 

What is important in claiming MUST <I> is that the speaker have reason 
to believe that <I> and no reason to believe otherwise. If anything, must is 
existential rather than universal. Suppose the context contains a set P of 
propositions and a set G of generalizations, that is, a set of pairs (o/, <I>), 
\JI , <I> E P, such that generally <I> whenever o/ . Then a speaker may state 
MUST <I> iff both :lo/ E P.(o/,<I>) E G and -,:lo/ E P.((o/,-,<l>) E G). The 
latter formula guarantees consistency with speaker knowledge, but it is 
merely a rider to the former, which is the real gist of must, and is not 
taken into account by the possible-world semantic analysis. 

3. The Update Semantic analysis 
A difference between non-epistemic and epistemic modality that has 

been glossed over in the discussion so far is that the latter but not the 
former depends on the information available to the speaker. Thus, to say 

1 that MUST <I> is true with an epistemic sense is to use the word 'true' in a 
somewhat unnatural way, for it can only be true relative to a speaker in a 
situation. Ordinarily we consider a proposition to be simply true or false, 
and not true-for-A-and-false-for-B. If we want our formal notion of truth 
to correspond to this intuitive notion, then, it is not appropriate to define 
truth conditions for sentences with epistemic modals. 

Note that in linguistic environments where propositional content is at 
issue, the use of must is awkward at best. This is because MUST <I> does 
not express a proposition (ie, it is not simply true or false) . It does not 
occur in factive environments, (9), because facts are simply true or false; 
it is not used in alternative questions, (10), because truth of a proposition 
is what is at issue in such a question; and it cannot be part of 
backgrounded information, (11), because it is propositional content that is 
presupposed. 

(9) I believe/ *7know it must be raining 
(10) *?Must it be raining? 
(11) It must be the butler that did it/ *?It's the butler that must have 

done it 
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. ress ropositions is acknowledge,~ in 
That epistemic modals do not exp as t date Semantics, where the 

dynamic semantic framework:of:,,ch(Groen:ndijk, et al. 1994: 2). Instead, 
notion of truth ... loses its key . . d to be its CCP the change 

. 1 f a sentence is conceive , . d l 
the semantic va ue o . d d . to a context. Epistemic mo a s, 
that it can bring about when mtro ut~ ~:ather provide information about 
on this view, do not update a contex , u 

the context itself. . t of epistemic modality, we may use 
For an Update Semantic accoun th t we used above (essentially 

some of the same formal apparatus a 
following Beaver 1993): 

A set W of worlds . 

The set p of (atomic) propositions {<I>l<l> s W}. 

. . l non-atomic propositions, of 
A t p+ of atomic propos1t1ons p us . . MUST <I> and 

se d • d the modal propos1t10ns 
which we only nee cons1 er 
MIGHT<l> for all <I> E p . 

d an u date function . For present 
In addition, we need contextst and atomfc propositions both as sets of 
purposes, we may model contex s an 

worlds: 

• The set S of contexts (or information states) { <I>l<l> <;;:; W} 
The empty context is wntten Jc 

• A function from S x p+ to S S d <I> E p+ 
We write cr( <I> 1 = 'C, where cr, 'CE an 

<I>) therwise cr( MIGHT <l>) = Jc 
• If cr( <I> 1 * 1=, then cr( MIGHT = cr, 0 

• If cr( <I> 1 = cr then cr( MUST <I> 1 = cr, otherwise cr( MUST <I> 1 = Jc 

. are informationally redundant in a well-
On this account, m~st and mt~ht d t lead to the absurd state Jc). A 
formed discourse (1e, one which . oes no t for why ( 12) is well-formed 
virtue of such a semantics is that it accoun s 
but (13) is not. • 

(12) Who's at the door? •·· It 1:1ig~t be Jae~ .. h;;! ~~!k 
(13) *Who's at the door? ... Its Jill •• • It m1g . 

anticall vacuous, conveying no information 
If epistemic modals are sem h e? The answer is that they do 
(having no CCP), what purpose do It_ ey setr~ ~r meta-logical level; rather 

. f t· but at a meta mgu1s I t convey m orma IO~, h b propositions update contex. s, 
than participating m the system w ere_/ ns and their compatibility with 
the rovide information ABOUT propos1 10 , - . 

yt pt. Veltman writes concernmg might (pp. 7 9). con ex s. 
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The id_ea behi_nd the analysis of 'might' is this : One has to agree 
to mzght~ 1f ~ is consistent with ones knowledge ... . 
Othe~wise, mfg ht~ is to be rejected .. .. If ~ is acceptable in 
your mformat1?n state cr, you must accept might~ . And if~ is 
not acceptable_ m cr , neither is might~ . Clearly, then, sentences 
of the form mzght~ provide an invitation to perform a test on cr 
rather than to mcorporate some new information in it. 

A blurring of the semantics/pragmatics distinction can be detected in this 
passage, for the _sem~ntic value of MIGHT<I> is being described, not in 
ter~s of the logical mferences that it licenses, but in terms of how a 
rat~onal _agent behaves in the face of MIGHT<I>, accepting it or not. 
E~istemic-modal sentences are metalinguistic with respect to non­
epistemic-modal sente~ces, testing them for acceptability in a context. 
Pres~mably, such non-mformative tests are useful in natural discourse to 
confirm that speaker's and hearers' information states are compatible. 
Sh~uld th~y prove incompatible in some respect, then rational agents will 
re~ise t?eIT cont_exts -accordingly. A full Update Semantic account of 
~pisteffilc modality, then, ought to deal with the updates (or revisions) 
licensed by the metalinguistic information conveyed. 

A notable characteristic of natural language is that it can be used as its 
own metal~nguage; not surprisingly, then, it is possible to mimic the 
effect of mzght by making an overt statement about the context. Thus, 
(14) and (15) parallel (12) and (13). 

0 4) Who's at the door? ... I don't know if it's Jack or not ... It's Jill 
(15) *Who's at the door? ... It's Jill ... I don't kno•w if it's Jack or not 

I 

(In fact in !apanese, which has no word for might, the closest equivalent is 
an express10n ka mo shirenai4, literally "can't tell whether or not".) Also, 
(16) and (17)-which are well-formed in contrast to (13) and (15)-are 
parallel. 

(16) Who:s at the door? .. . It's Jill ... It might have been Jack 
(17) Who sat the door? ... It's Jill ... I didn't know if it was Jack or not 

However successful this analysis may be for might, though, it is not 
adequate for mu_st. ~o be sure, informationally redundant utterances are 
not uncommon m discourse; they are used to confirm that speaker and 
?eare~ are operating from compatible contexts (Walker 1992). However, it 
is decidedly odd to use must for such purposes, as (18) illustrates. 

(18) 

4 
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A: [Question] Who's at the door? 
B: [Answer] It's Jill. 
A: [Confirmation Request] It's Jill? 
B: [Confirmation] It's Jill./ *It must be Jill. 

Sometimes abbreviated to kamo or kashira. 

The Update Semantic account wrongly predicts that both (19) and (20) are 
well-formed. 

(19) It's Jill ... It's Jill 
(20) *It's Jill ... It must be Jill 

This is because it fails to genuinely distinguish <I> from MUST <I>. Suppo~e 
speaker A utters either <I> or MUST <I>. There ar~ three _c~ses. If ~ IS 

incompatible with hearer B's information state or 1f -,<I> IS mcompat1ble 
with hearer B's state, then B's state is not updated, regardless of wheth~r 
A has said <I> or MUST<l>. Update Semantics predicts a difference only m 
the third case, when both <I> and -,<I> are compatible with B's state._ If A 
has uttered <I> and B accepts it (which he will presumably do 1f he 
believes that A's information is reliable), then B updates his state with <I>; 
if A has uttered MUST<I>, on the other hand, he does not. However, 
MUST <I> provides metalinguistic information about ~; in pa~ticular, the 
fact that A has said MUST <I> indicates that A has the mformat10n that <I>. 
Consequently, it is reasonable for B to revise his state to ac~ommod~te ~, 
which he presumably will do if he believes that A's mformatlon 1s 
reliable. So although <I> and MUST <I> have different context UPDATE 
potentials, the resulting context CHANGE is the s~me. The change occu~s 
due to the logic when <I> is uttered, meta-logically when. MUST <I> 1s 
uttered, but this difference is theory-internal. Update Semantics does not 
predict an empirical difference between_ <I> and MUST <I>. . . 

Thus, both possible-world semantics and Update_ Sem~ntJcs faII to 
properly distinguish <I> and MUST<?· In their no~-ep1stem1c ~ses, must 
and may /might are duals. So if (21) 1s true then so 1s (22), and vice-versa. 

(21) It is not the case that Jill may skip the meeting 
(22) Jill must attend the meeting 

we are thus seduced into assuming that they are duals in their epistemic 
uses as well. However, (23) is simply equivalent to (24). Therefore, the 
common approach of defining might then taking must to be its dual results 
in a semantics for MUST <I> that is really appropriate for <I>. 

(23) It is not the case that Jill might be absent from the meeting 
(24) Jill is present at the meeting 

If we examine epistemic must and might closely, ~e will see t?at their 
behavior is different with respect to tense. First, un!Jke must, might can 
refer to future possibilities ((25) and (26)). Further, might but not must can 
be used from the perspective of a previous context ((27) and (28)). 

(25) It might rain tomorrow 
(26) *It must rain tomorrow 
(27) As far as we knew, Jack might have been home, but he isn't 
(28) *Given our assumptions, Jack must have been home, but he isn't 
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Thus their semantic relationship to one another c t b . 
bemg duals. anno e as simple as 

4. Must as evidential 
Pre~ious accounts have the correct intuition h . 

to do with what is normally the case but th d t . at must has somethmg 
normal worlds does not yield the ri~ht l _e ~v~e of quanti~yin~ over 
intuits that MUST <I> does not ex ress a og1c • . . p ate S~mant1cs nghtly 
but rather provides meta-logicaFinform~;:o~~:u~ ;1th11 t~e discourse, 
the speaker and the informational content of <I> e re_ at_10n between 
lack is a sense of what that relation is A k. What ex1stmg accounts 
assertion based on a deduction rather th~n osp~a er ~ses must to make an 

Beaver (1993: 8-9), illustrates his U .n immedia~e knowledge. 
and might with this story: pdate Semantics account of must 

Anna is seeking Bertha, Clothilde and D . a1sy ... 

• Anna ••• knows that the only remaining hiding I 
ar~ the c_up~oard (which is not in the attic) a~d a~:! 
attic (which 1s not in the cupboard.) 

Only one person fits in the cupboard. 

At this point, Anna's information state . . 
(B=Bertha, C=Clothilde, D=Daisy): contams four possible worlds . 

~ C 
L~bdl 

~ C ICu~bdl 

On this basis, Anna is entitled to utter (29) (cf. Beaver's El6). 
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(29) Bertha might be in the cupboard 
Suppose Anna opens the door and finds Daisy in the cupboard. Her 
epistemic state now is reduced to one world: 

C 

On this basis, Anna can utter (30). But she cannot utter (31) in this 
situation; rather she would say (32). 

(30) Bertha must be in the attic 
(31) *Daisy must be in the cupboard 
(32) Daisy is in the cupboard 

There is no reason why (31) should be disallowed if the use of must 
depends simply on the context. On the possible-world semantic view, (31) 
is true; on the Update Semantic view, it is acceptable. Why, then, is (31) 
infelicitous? The difference between the information in (30) and (32) lies 
not in the context they are drawn from, but in the way that context was 
created. Anna knows that Daisy is in the cupboard because she sees her 
there; this information is incontrovertible. On the other hand, that Bertha 
is in the attic is an inference. Suppose now that Anna runs to the attic and 
finds, to her surprise and ours, no one there. Unbeknownst to Anna, the 
other girls have grown tired of the game and have gone off to Clothilde's 
home to watch television. You may object that this is not possible given 
the way the situation was defined. But the initially-given conditions were 
in fact quite unrealistic . In real life, we can rarely if ever be absolutely 
certain of circumstances that are not actually present to our senses. Only 
mathematicians and semanticists have this luxury. 

The essential aspect of the meaning of epistemic must is that it labels a 
proposition as being inferred rather than known. This aspect is not 
captured in the traditional semantic analyses . It is instructive to consider 
some examples from actual texts5. (Underlines added.) 

(33) 

5 

If all one knows is 
premise 1: Q's normally are not R 
premise 2: P's normally are R 
premise 3: xis P 
premise 4: x is Q 

then it remains open whether one can presume that x is R. Clearly 
the object x must be an exception to one of the rules, but there is 

(33) is from Veltman 1991, p. 5. (34) is from Arthur Conan Doyle's story "The 
Sign of Four". (35) is from Robert Hetzron, "Afroasiatic Languages" in Bernard 
Comrie (ed.) (1990) The World's Major Languages p. 650. (36) is from Lewis 
Carroll's Alice's Adventures in Wonderland. 
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(34) 

(35) 

(36) 

no reason to expect it to be a . 
to the other. n exceptwn to the one rule rather than 

Why, of course I knew that you had . 
opposite to you all morning I 1 no~ wntten a Jetter, since I sat 
you have a sheet of stamps ~nds:et;. si ~n y~t open desk there that 
could you go into the post-off £ IC h un e of postcards. What 
Eliminate all other factors an~~h or, t en, ?ut to se~d a wire? 
truth. , e one which remams must be the 

There is evidence for several lateral . 
they are still used in modern South ;o~~onants m Proto-Semitic; 
some Chadic languages (e g b l r~ _ian, South Cushitic and 
Semitic root bsm where /~u ~ ;am ~ t1mately comes from the 

__ s ave een a lateral fricative) . 

So she began. "O Mouse do ou k 
I am very tired of swi~ \ now the way out of this pool? 
this must be the right way ~1 a ou~_here, 0 Mouse" (Alice thought 
don~ a thing before but sbea mg to a mouse; she had never 
brother's Latin Grammcd "A s e remembered having seen, in her 
mouse- O mouse!") , mouse- of a mouse- to a mouse- a 

In all these cases (and in all cases that I h 
made with must reports a conclus· d ave observed), the statement 

t f h JOn rawn from some • d . par _o t e context. This is clear in ( . ev1 ence which is 
classical syllogism. If the premises h 1 33), which _takes the form of a 
to ~ne of the rules. It is cases such o ! . then ~he O~Ject x is an exception 
og1ca] necessity operator. . as is which suggest that must is the 

However, outside of mathematical d 1 . . 
must to mark a logical dedu t· . an og1ca] discourse, the use of 

1 • c wn 1s rare More co 1 • 
cone us10n of an informal 'common s • ' . mmon y, It marks the 
This is exemplified in (34) Sh 1- e~s~ deduct~on or of an abduction. 
deduced that Watson's trip t~ the er o~ ff olmes IS explaining how he 
send a telegram. As a rule a pos o ice had been taken in order to 
to purchase stamps or post c!~rsson gtoes todthe post office to mail a Jetter 

f , or o sen a telegram H 1 , ' powers o observation allow h • . • o mes uncanny 
c?nclude that Watson's trip ha~~;~ t~f~inate the fir~t two factors and 
pick holes in the great detective' . purpose. It is easy enough to 
a Jetter yesterday or perhaps h hs rdeasonmg: perhaps Watson had written 
ff ' e a arranged to meet s o ice, etc. Cases such as this seem to b h . . omeone at the post 

to 'normal' worlds, for Holmes h et e m~t1vat10n for the restriction 
hold "in the normal course of even~:~_makes tacit assumptions that would 

~ e have seen that assumptions lik h. 
reJat10n on propositions: whenever ':I' i l 1s can be treated as a binary 
Holmes reaches his conclusion b ? ds generally <I> holds as well. 
limiting case when the reJat1·0 ybreasonmg from principles like this. The 
b ' n etween 'f' and <I> h Jd 

ut _always, is a logical deduction. But wh ~ ~ not generally 
behmd the reasoning in (35)? It . . . at su~h prmc1pJes could be 
whenever a string of phone~ ~s ~ p~mc1ple of historical linguistics that 

• es f-' enves from another string "' th · "'• ere 1s 
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some systematic relationship between P a11d a . In particular, when a 
language borrows a word from another language, the word is adapted to 
the phonotactics of the borrowing language. But these principles alone do 
not lead ineluctably to the conclusion from ls<s that 
[ +lateral, +fricative] E s. Rather, someone had the creative insight that this 
was a reasonable explanation; this plus the fact that no other possible 
explanation suggests itself leads to the sense that it 'must' be the case. 
Finally, the connection between the evidence (the Latin Grammar) and the 
conclusion in (36) is entirely unprincipled; Alice's reasoning is based on a 
childish hunch. So there is an extent to which our reasoning is principled, 
and can be modeled with some kind of set-theoretic logic, but there is an 
extent to which our reasoning is creative, based on hunches and feelings 
whose provenance is obscure. In either case, we are entitled to use must to 
present our conclusions. Therefore, the semantics of must cannot be 
formalized by simply incorporating a common-sense logic. 

It is not unusual for languages to mark the speaker's source of 
information. A morpheme which has this function is called an 
'evidential'. Evidentials are quite common cross-linguistically, though not 
surprisingly they play a greater role in some languages than in others. In 
addition to items like must, which label an inference, evidentials common 
to many languages label a proposition as being what the speaker has been 
told, as what the speaker has experienced, or as a speculation. Less 
common evidentials may label a proposition as based on visual evidence, 
non-visual sensory evidence, etc. In the Siouan language Hidatsa, for 
example, there is a set of five clause-final morphemes that indicate that a 
proposition is, respectively, (i) true, (ii) believed to be true, (iii) taken to 
be common knowledge, (iv) what the speaker has been told, or (v) a 
speculation; in addition there is a sixth morpheme which makes the 
sentence a question (Palmer 1986: 70, citing Matthews 1965). 

Evidentials do not make assertions. That is, the propositional content 
(the truth value or CCP) of EVID<l>, where EVID is an evidential, is 
simply the content of <I>. Thus MUST <I> is not uninformative, as Update 
Semantics would suggest, but rather doubly informative: it contributes the 
information TO the context that <I>, and the information ABOUT the context 
that <I> is an inference. In the unmarked case, <I> is asserted, that is, 
presented as knowledge. With an evidential, <l> is presented as inference, 
hearsay, speculation, etc. 

In this regard, it is noteworthy that the Hidatsa question-marker 
appears to belong to the same morphosyntactic system as the evidential 
markers. No one would suppose that a question asserts a proposition. 
Rather, a question is a kind of metalinguistic operation on a proposition, 
presenting it as one whose truth value needs to be ascertained. Likewise, 
an evidential sentence does not assert a proposition either. A sentence 
with a 'hearsay' marker presents a proposition as being second-hand 
information; a sentence with must presents a proposition as an inference; 
and so on. 

Evidentials bear an interesting relation to the 'Defeasibility 
Hierarchy' , given in (37), that has been proposed to account for certain 
discourse phenomena (Walker 1992; cf. Galliers 1991). 
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(37) hypothesis < default< inference < I" . . 
rngu1st1c < physical 

The hierarchy reflects the relativ d . . . 
context, based on the source of th:t . e;eas1b1!1ty of information in a 
overruled by default assum tions w _rn ormat10n. Thus, speculation is 
which is overrulable by a rrliabl; re h1ch can_ be _overruled by inference 
(sensory) evidence Notably ·t . ~ort, which m turn falls to physic 1' 
g . . • , 1 1s precisely this kind f · ,. a 

rammat~c1zed in evidential markers6 E . ~ m,ormation that is 
hypothesis (might). This is wh A • nghsh m~rks mference (must) and 
<I> and MUST <I> are not the sa:e. nna says (32) mstead of (31), and why 

5. s;m:ntics or pra~matics? Redrawing the line 
ac proposes eatmg out tonight and Jill l 

' vo unteers (38): 

(38) Pete's Diner is a good restaurant 

Jack understands from this that Jill would . 
There are two steps to ar . . . hke to eat at Pete's Diner. 

are known respectively as se;:~~~t:~~1s unders~anding, involving what 
that the world which he inh b·t . pragmatics. Semantics tells Jack 
D . , b a i sis such that the t·t ·ct .. mer elongs to the set of ' d en I y 1 ent1f1ed as 'Pete's 
s t goo restaurants' s · en ence meaning, which is relative! . • emantics deals with 
based on a theory of log· l _Y mdependent of context? and is 
d d t· 1 ica entallment That • , 

e uc Ive y using the sentence mea . • • . 1?, one may reason 
that (38) is true in world ro •or . nt mg and the prmc1ples of logic. Given 
• t • , 1' ms ance one kno • 1 1s rue m world ro . ' ws me uctably that (39) 

(39) Pete's Diner is a restaurant 

Semantics is compositional: given th . . 
phrase marker, the sentence meanin e meam~gs of lexical items and a 

On the other hand the int g can be_denved mechanically. 
Diner is pragmatic. P~agmati;;et~fi: t~:t J~J would like to eat at Pete's 
utterance. Pragmatic interpretation de w at th~ speaker means by an 
based on a theory of rational beh . pends ~ruc1ally on context, and is 
goal the contribution of a given s a~10r. That 1~, one must consider what 

en ence meanmg would rationally serve 
6 

7 
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Default assumption does not seem to be as 
although the Hidatsa marker of" kcommonly marked as the others 

h Al common nowled " • h • sue • so, physical evidence is usually th ge nug t be considered to be 
languages that have overt markers for this.e unmarked case, although there are 

This is not to say that context is irrelevant t . . . 
mstance, deictic items draw th . d . 0 semantic mterpretatwn. For 
h eJr enotat10n fro 

ave to know anything about the t m context. But one does not 
speaker in that context. By contra~~n ext to know that the word "I" refers to the 
mtention in uttering 'Tm cold" ·th' one cannot tell anything about the speakers 

h• h · • w1 out some und t d. 
":" Jc it 1s uttered. This is the distin f I er~ an mg of the context in 
Independent'. c ion mean by context dependent vs 

in the given context. Pragmatic reasoning is heuristic and defeasible. For 
example, perhaps Jill does not in fact really care about eating at Pete ' s 
Diner, but she believes that Jack would enjoy it, and has actually uttered 
(38) motivated by a wish to please Jack. 

Pragmatics is, in fact , not even particularly linguistic. Any human 
behavior-a laugh, a gesture, the clothes a person has chosen to wear-is 
interpreted by the same principles8. The study of pragmatics embraces the 
way we interpret one another's behavior in terms of context and goals; 
language just happens to be an especially conspicuous form of human 
behavior. Natural language semantics, in contrast, seeks those principles 
of compositionality that are proper to human language. The distinction 
between semantics and pragmatics is clear-cut, and it is important not to 
muddle them. 

(40) 

Semantics 
Sentence Meaning .. . 

Context-Independent .. . 
Compositional .. . 

Specific to Language .. . 
Lo ical Entailment .. . 

Pragmatics 
. .. Speaker Meaning 
.. . Context-Bound 
.. . Heuristic 
... General Behavior 
. .. Rational Behavior 

So in claiming that epistemic must does not contribute to propositional 
content, but rather shows something of the speaker's intention, am I not 
making this fatal conceptual error? Have I not confused the semantics of 
must with its pragmatics? 

The meaning of epistemic must seems to straddle the fence . It is 
pragmatic-like in that its use pertains to a theory of rational behavior 
rather than one of logical entailment. One may not reason with MUST <I> 
because MUST<I> is not a proposition. Rather, given MUST<I>, one has to 
decide, based on heuristic, common-sense principles, whether or not to 
reason with, and act on the basis of, <I>. This decision seems to depend on 
the quality of the evidence on which <I> is based, the difficulty of 
verifying <I> directly, and the consequences of acting on the basis of <I> if 
it happens not to be correct after all. Anna, concluding that Bertha must be 
in the attic, will then go to the attic to see with her own eyes. Poor Alice, 
concluding that 'O mouse' must be the proper way to address a mouse, 
and lacking the means to obtain more dependable information, is forced to 
assume that it 1s the proper locution, act accordingly, and hope for the 
best. 

On the other hand, must is semantic-like in that it contributes to 
sentence-meaning in a context-independent way ; namely, it contributes 
the information that the propositional content of the sentence is inferred 
rather than known. This is context-independent in that, encountering a 
sentence like (3) 'out-of-the-blue', divorced of context, you would know 

8 Pragmatics may not even be particularly human. Don't we interpret animal 
behavior along much the same lines? 
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that i_t expressed the speaker's infe 

;~~~1~~~ s~~:~::-::igehntdet nt infor::~i:nc~7k~o:t~~s~h~:up;akould_ not know 
C t ·b . . o accompl' h b . er is or what on n ut10n is made . . is Y uttermg (3) ) M 
~hoonutghtt of as an ord;r~~t~~~ti(o;af I~ TELh)e semh antics of~ sen~::~:~~:~: 

en and LABEL . ' , w ere <I> • th . 
speaker's source of iniorovi~es information regardin; <I>e prop:s1tional 
(NP\ s) I VP and that :;atwn. Suppose the syntactic cate, o:uc as t~e 
respectively. Then must hat~h~ :Pmare _sem~ntic~lly of typ!s : ~~;u(:tt1)s 

antics given m (41)· , 
(41) • 

1/')..x(/( X ), DEDUCTION) 

The com • • pos1t10n proceeds as in ( 42): 

(42) 

/\home'Qack'J, DEDUCTION> 

lack IP A A><.<horn,'(x), DEDUCTION> 

must VP A 

/"" : home'(x) 

be PP 

,6 
home 

Of course, this kind of . 
English word analysis pertains not ·ust 
linguistically.~~~tb: t~t t~e multitude of evide~tial ~:~:/;;sedof one 
langu f ' is a non-trivial d' un cross­
wish age aculty that closed-class lexical ·t iscovery about the human 

:;~;~1:rJ:!:f::~~~~:~:2:t:::m~::i:~~~rr.fEr:~:;1 
. . on_sequently, a more realistic c e roo~ for this fact. 

~~~~n~tion, as_ it applies to naturai°~~ep~10n o~ the semantics/pragmatics 
e is a port10n of pragmatics that gl age, !s that suggested in ( 43) 

over aps with semantics • 
(43) • 
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Semantics 
Sentence Meaning 

Context-Independent·: .. 
Compositional 

Specific to Languag~ ... 

Pragmatics 
... Speaker Meaning 
... Context-Bound 

•· · Heuristic 
... General Behavior 

Logic Meta-Logic 
Lo ical Entailment ... . .. Rational Behavior 

Actually, there are many linguistic expressions that do not add to 
propositional content, but rather label that content in some way. For 
example, there is no truth-conditional ( or CCP) difference between ( 44) 
and (45) . 

(44) Jack is at the office 
(45) Actually, Jack is at the office 

The difference is that, in addition to making an assertion about Jack's 
whereabouts, (45) labels the assertion as potentially coming as a surprise 
to its addressee. Sentence adverbs like actually,frankly, and hopefully 
belong to the metalinguistic semantic-pragmatic overlap, as do the 
sentence-final particles in, for example, Mandarin or Japanese, that urge 
an assertion on the hearer, seek the hearer's acquiescence, etc. The 
conjunction but does not differ from and in its contribution to truth 
conditions or CCP, but provides information about how the conjoined 
propositions relate to the context. 

Even questions might best be analyzed as labeled propositions. (Recall 
that the Hidatsa question marker belongs to the same syntactic category as 
the evidential markers.) An idealization implicit9 in all dynamic semantics 
frameworks is that a discourse is a chain of declarative sentences. But real 
discourse includes questions as well. Moreover, questions participate in 
many of the same dynamic processes as declaratives; although they do not 
assert propositions, they may introduce discourse referents, have 
anaphoric dependencies, force presuppositional accommodation, etc. A 
realistic dynamic semantics, then, will have to make room for sentences 
whose propositional content is not asserted, but plays soine other role in 
the discourse. Question markers and evidentials like must are overt 
morphological markers of such roles. Semantically, these morphemes are 
not functions from propositions to new propositions, but from 
propositions to labeled propositions. 

The principle conclusions of this paper, then, are the following . 
Epistemic must is not a universal quantifier over possibilities, and it is not 
the dual of epistemic might, in contrast to non-epistemic must and might. 
It presents a proposition as being a (non-logical) deduction from some 
evidence that is directly known, rather than being itself directly known. 
This entails a rather radical re-conception of the nature of natural 
language semantics. The lexically-driven, context-independent semantics 
of a sentence includes not only propositional information about discourse 
referents and their properties, but meta-propositional information about 
the discourse role of propositions. A formal theory of natural language 
semantics has a responsibility to take this into account. 

9 Hans Kamp made this assumption explicit in his presentation at the colloquium. 
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The Square of Individuals 

Yoad Winter 
OTS, Utrecht University 

1 Introduction 

Coordinate, plural and predicative constructions of noun phrases are com­
mon and highly productive in natural languages. They are also related in 
intricate ways: conjunctive coordination is one of the simple means to form 
plural NP's from singular ones; many coordinate and plural NP's appear 
naturally in predicative positions. Any theory of grammar and semantic 
interpretation should account for these facts . The present paper is a contri­
bution to the semantic part of the theory. Following Partee's programmatic 
article "Noun phrase interpretation and type shifting principles" (1987) we 
will further explore and substantiate the paradigm of Type Flexibility. Ex­
tending the treatment in Winter (1994) to plural and predicative NP's, it 
will be shown how the long-standing puzzle surrounding "intersective" vs. 
"collective" conjunction can be not only resolved, but also lead to a more 
comprehensive theory of flexibility. The conjunctive coordinator and is uni­
formly treated as standard Boolean intersection, eliminating the common 
stipulation about its ambiguity. It will be proposed that one underlying 
property of Boolean domains, called The Principal Filter Property governs 
the apparent "non-Boolean" behaviour of conjunction. This property will 
lead to an extension of Partee's flexibility diagram ("The Partee Triangle") 
into a polymorphic scheme, The Square of Individuals. The advantages of 
this extended mechanism in treating coordination, plurality and predication 
will be exemplified. 

2 Thoughts about non-laws of non-Boolean investigations 

Modem semantics of coordination has benefited a lot from the simple and 
powerful Boolean view on natural language. According to this perspective, 
whose foundations were extensively studied in Keenan & Faltz (1985), the 
coordinators and and or function semantically like the operators meet and 
join of standard Boolean algebra. The cross-categorial behaviour of coordi­
nation is predicted in a straightforward and elegant way. To consider only 
one example, the Boolean definition of and accounts for the semantics of 
(1) in the propositional domain (D 1) just like its function in the domain of 
predicates (Det) accounts for (2). 

( l) Mary is tall and John is thin. 
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(2) Mary is tall and thin. 

The G ar d ener ize Quantifier treatment of NP's foll • 
an equally elegant treatment of NP ct · . owmg Montague allowed coor matlon as exemplified • (3) 
ever, cases of "collective" interpretation like 4 m. • How­
the Montague and GQ tradition. ( ) seem problematic also for 

(3) Mary and John smiled. 

(4) Mary and John met. 

Because of this last problem most famil" 
the Boolean hypothesis U n,fortuna iar_ tr~atments of plurality renounce 
a plausible alternative .• It has bee t~ly, this is_ often done without offering 
possibly (3)) are evidence for "n n sB1mplly claimed that cases like ( 4) ( and 
h 

on- oo ean an<f' The • 
as been to assign and a second 1 . al ·.. common wisdom . d. . ex1c entry that amalg t " • 

m 1v1duals into a plural individual Thi • ama es smgular 
Boolean operations like i-sum o • / can ?e techmcally done using non-
using Boolean join the standarrdgdreoupt ot~matJfon, or, somewhat surprisingly, 

. ' no a 10n o or. 
In Wmter ( 1994) I argue in detail against th . • • the more technical is practice. Without reviewing 

arguments, let us reconsider b • fl 
objections. The first obiectio . h d ne y two of the general 

J n is met o ological and ( )l. • 
no substantial independent mof f . cross- mgmstic: 
in English and its parallels in nu1vma ion wash g1vlen for the ambiguity of and 
b 

erous ot er anguages wh • • 
ehaves the same No lang h ere con Junction . uage was s own to ha t d"ft 

for conjunction that function semanf all . h ve wo I _erent morphemes 
l n English is coincidentally amb. ic \ m t e way hat is expected if and 
the acclaimed ambiguity of and ~~uo~s. n ~he absence of such arguments 

A second objection is on ph st e conls1~ered a brute force stipulation. 
. d enomeno og1cal grounds Th 

w1s om is to describe the "Boolea " b h • • e common 
equivalence in (5) and the acclaim;d ":o:~~our of ~.nd in (~) in terms of the 
in terms of the lack of equivalence in (6). oolean behav10ur of and in (4) 

(5) Mary is tall and thin {::} Mary is tall and Mary is thin 

(6) Mary and John met 1} *?Mary met and John met 

However, it is known that this "co • • • nJunct1on reduction eq • al ,, 
cannot characterize two different and's O • mv ence test 
tes_t reverse if we replace the subject i~ (2;~ reason is t~at the ~esults of the 
existential quantifier and ifth d" . y an NP with the import of an . ' e pre icate m (4) is replac db "d" • • 
predicate (as in (3)) For 1 e Ya 1str1but1ve" . examp e, compare (5)-(6) with (7)-(8). 

(7) Some girl is tall and thin A s 'r" ome girl is tall and some girl is thin 

(8) Mary and John smiled {::} Mary smiled and John smiled 
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Thus, the (lack of) equivalences above is not a linguistic test distinguishing 
two different and's. Such a general test is probably unknown. 

Instead of having to face these discouraging fundamental problems, I 
_proposed in Winter (1994) that we should better do away with the "non­
Boolean" stipulation and look for a more principled account of collectivity 
within the Boolean framework. In the next section we will go through the 
basic Boolean property that allows the unified treatment in that earlier paper, 
as well as the extensions to be introduced in subsequent sections. 

3 The Principal Filter Property 

Intuitively speaking, in (2) conjunction seems to behave as intersection of 
the predicate denotations. In ( 4) the intuition reverses- and seems to func­
tion more like set union- taking the two singletons for Mary and John and 
generating one set with two elements. The "collective" predicate seems to 
apply to this plurality. Is there a way to resolve the confusion evoked by this 
seemingly double nature of conjunction? Fortunately, in standard General­
ized Quantifier theory there is. Let us recall first the Boolean definition for 

principal filters in the quantifier domain. 

(9) Let Y be any set included in a domain E. Then the principal filter 

generated by Y is the generalized quantifier Fv d;} {X ~ E\Y ~ X} 

One crucial feature of principal filters is that their intersection has the effect 
of set union at the level of the generators. This is stated as follows: 

(10) The principal filter property (PFP): Let A and B be any sets. 
Then the intersection of the principal filters generated . by A and B 
is the principal filter generated by the union of A and B. In formula: 

FA n Fs = FAuB · 

Figure 1 exemplifies the PFP in a model where A = { a, c}, B = {b, c}, 
AU B = { a, b, c} and E = { a, b, c, d}. The circles contained in the illustra-
tion for F AuB are exactly the ones appearing both in FA and in F8 • 

On the formal side the PFP comes as no surprise. It is just a result of 
the fact that the domains P(E) (of predicates) and P(P(E)) (of generalized 
quantifiers) with standard set operations are Boolean algebras. In general, 
the PFP is a manifestation of the following Boolean algebraic property: 

( 11) A ~ X and B ~ X iff A V B ~ X 

Consider the Boolean semantics of the propositional calculus. ( 11) expresses 
the classical equivalence (A---+ X) /\ (B---+ X) {::} ((AV B) ---+ X) . In 
general, we can use a Chomskyan expression and say that (11) "comes for 
free" in Boolean semantics. Especially, we have the PFP ( 10) in the standard 

Boolean GQ semantics. 
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Figure 1: An example of the Principal Filter Property 

. On the li~guistic side, the present paper continues to explore the follow- , 
mg hypothesis about "non-Boolean" cases like (4): 

(12) Hypothesis: "Union" behaviour of and in nominal conjunction is 
a result of the principal filter property of its standard intersective 
definition in Boolean domains. • 

I 
To stu~y better the possi~le ramifications and applications of the PFP hy-
?othes1s we should exarrune some cases of collectivity and their treatment 
m the proposed approach. 

4 Collectivity and flexibility: some examples 

On it~ own, the PFP is just a simple observation on standard generalized 
quant1fi~rs. The problem sentences like (4) pose to the GQ tradition is not 
automatically resolved by it. However, let us be explicit about where the 
PFP is observed in the standard analysis of the subject: 

[Mary and John]= {Xl{m'} ~ X} n {Xl{j'} ~ X} PJ;P {Xl{m',j'} ~ X} 

~e see t~at ~he set { m' , j'}, which is required to get collectivity right, "hides" 
m the pnnc1pal filter denotation of the subject: it is its generator. How can 
we use this fact in order to analyze correctly the collectivity in (4)? To 
see that, let us first review a basic assumption about plurality in Boolean 
frameworks (e.g. Bennett (1974), Scha (1981), van der Does (1992)). In 
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Bennett's approach, the domain of singular individuals is standardly De. 
This means that the domains for singular predicates and quantifiers are also 
standard: Det and D(et)t· Plural individuals are viewed as sets: they are 
(essentially) interpreted in the domain Det· This causes a natural change in 
the types of the domains for plural predicates (D(,t)t) and plural quantifiers 
(D((et)t)t ). This typing strategy is summarized in table 1. 

individual predicate quantifier 

singular e et ( et)t 

plural et ( et)t ((et)t)t 

Table 1: Set theoretical plurality 

The proposal to treat plural individuals as sets is minimalistic and con­
venient for the purpose of this paper. However, readers whose favorite 
ontology of plurals is different should not be too bothered. In section 6 we 
will see that the main results of this paper hold also with a Linkian ontology. 

Getting back to (4), in the set theoretical typing the collective predicate 
to meet is given the type ( et )t. The basic type of the singular quantifier 
representation for the subject is the same. In Winter (1994) I concluded that 
this type mismatch in functional application motivates lifting of the subject 
denotation into a plural quantifier. This is the crucial point at which the PFP 
is used to derive collectivity. It includes two steps: 

1. Using the minimum sort operator (min) to "detect" the generator set 
of the principal filter. A minimum of a generalized quantifier is the 
set of sets in its extension that do not properly contain any other sets 

in the quantifier: 

min((et)tl((et)tl d~ >..Q(et)t ·>..P,i.Q(P) I\ v'Aet ~ P(Q(A)---+ A= P) 

It is easy to see that min( {XI { m' ,j'} ~ X}) = { { m' ,j'}} 

2. Using the existential lifting operator (E) to derive a plural quantifier 
from the minimal sets. This operator is standardly defined by: 

E ((ct) t)(((ct)t)t ) d~ >..P(et) t·>..A(ct)t ·:lPet[P(P) I\ A(P)] 

Weseethat E({{m',j'}}) = >..A(et)t·A({m',j'}) 

At this stage predication with meet(et)t can obtain and we get: 
meet'( { m' ,j'} ), as required. 

In the same way we can deal with more complex cases of coordination with 
mixed conjunction and disjunction. For example: 
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(13) Mary and [John or Bill] met. 

[Mary and [John or Bill)] == {Xl{m' ,j'} ~Xv {m' , b'} ~ X} 

•~ { {m' ,j'}, {m' , b'}} 
E 

--, >..A(ct), ..A( { m' , j'}) V .A( { m' , b'}) 

Result: meet' ( { m' ,j'}) v meet' ( { m' , b'}) 

Al_though we are not dealing here with principal filters but with a union of 
pnnc1pal filters, the mzn operator can still be used to derive the g t 
of the filt • 1 d 1 . enera ors 

d ers mvo ve • n Winter ( 1994) more cases of singular proper name 
an quantified NP coordination are analyzed in detail Howe . h 
paper I f • d f d • ver, m t at 

_re ra.rne ram ealing with morphologically plural conjuncts Let 
us consider now the simple case in 04). • 

(14) The girls and the boys met. 

This sentence can be true in a situation where the girls had one meeting 
and thbel boys had a separate meeting. This kind of verifying situation is 
unpro ematlc Let the NP's th • l d h b sets G' • ' . e g1r s an t e oys be represented by the 
c . et _and Bet respective!~. Standard lifting into plural quantifiers and 
on~nct10n lead to_the plaus1ble readin~ ~eet'(G') /1. meet'(B'). 

T owever, there IS a m~re problematic kind of situations that verify (14). 
0 he sente_nce can be true if the girls and the boys had a meeting together 

nee agam, and seems to behav~ as set union, generating the set G' U B,: 
A~co~dmg to the PFP hypothesis this effect should appear because two 
pnn~1pal ~lters are conjoined. Mechanically, a natural way to uarantee 
that I~ to lift the plural in~ividuals G' and B' into singular princ7pal filter 

dq ufiant1fiers of type (et) t usmg the universal lifting operator. This operator is 
e ned as follows: 

A def 'P 
(et)((etJtl == -" et->.Aet·\ix[P(x)--+ A(x)] 

:ewe a_llow A to_ ap~ly before coordinating the denotations of the conjuncts 
denve two prmc1pal filters. Then the same analysis of (4) applies in (14): 

[the girls] G' ~ {XIG' ~ X} 

[the boys] B' ~ {XIE' ~ X} 

[the girls and the boys] == {XIG' ~ X} n {XIE' ~ X} PFP 
{XIG' u B' ~ X} 

~ {G'UB'} 
E 

--, >..A(etJt..A( G' U B') 

Result: meet' ( G' U B'), as required. 

~is application of A all~ws a correct extension of many results from 
nter (1994) to the domam of plurality. However, instead of doing that 
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too hastily, I think there is a more fundamental point to deal with first. The 
devil's advocate must be heard at this stage. 

One main criticism against the analysis sketched above is along the fol­
lowing lines. In search of a unified treatment of conjunction one stipulation 
("non-Boolean" and) seems to be replaced by three (flexibility operators). 
What do we gain by this move? Answering this completely well-founded 
objection is the main aim of this paper. It will be shown that if we follow 
Partee (1987), the three operators min, E and A can be viewed as the core 
engine of a general flexibility mechanism, replacing the three main opera­
tors in Partee's treatment. Partee's operators were motivated on independent 
grounds for treating singular NP's. This will imply that also the three op­
erators used above in the analysis of plurality are independently motivated. 
Some of these motivations will be additional to the ones discussed by Partee. 
The proposed revision of Partee's diagram will therefore be shown to explain 
more facts using a similar amount of assumptions. Thus, it will be proposed 
that a unified account of conjunction as reviewed above can lead towards 
a theory of flexibility, accounting also for the interpretation of plural and 
predicative NP's. 

5 Squaring the Partee Triangle 

Partee ( 1987) argues for a significant change in the classical Montagovian 
view on the syntax-semantics interface. Instead of Montague's "strict" 
assignment of a unique semantic typed denotation to each syntactic cate­
gory, Partee proposes a more "flexible" strategy. Following Partee & Rooth 
(1983), NP's are allowed to be interpreted using more than one denotation. 
From unambiguous lexical denotations multiple interpretations of expres­
sions can be derived using available flexibility operators that apply in the 
process of the compositional interpretation. 

One of the major contributions of Partee's paper is the emphasis it puts 
on the following theoretical point. Flexible semantics should not be just an 
unconstrained arsenal of polymorphisms. We would like the mechanism to 
be empirically motivated but also theoretically restrictive. There should be 
some order in the array of flexibility operators proposed. The order revealed 
by Partee was described using a simple diagram, sometimes referred to in 
the literature as The Partee Triangle (PTR). This diagram and its relevant 
linguistic applications are now to be briefly reviewed. 

5.1 The Partee Triangle 

In figure 2 appears a simplified version of the PTR. Some operators which 
will not be relevant for our discussion are omitted. The PTR includes the 
three main types proposed for singular NP's: e (individuals), et (predi­
cates) and (et)t (quantifiers). Three main functions connect denotations 
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in th~se types . An individual can • 
predicate using the operator ~ lifted to the correspondin • 
~orre,ponding oxist<nlial quru,~~Qume). A prndicate cru, be 1fr~~n~eton 
e lowered to a predica . er usmg E (Existential) A • o the 

in English A ." usmg Montog"°'s definif B • quru,Ufie,eru, 
corres ondi comp?s1t10n of Q and E shifts IOn ~Be) for the copula 
M (J' ng quanufieotionol principal It fil'° e type mdi,idual into th 

. . ontog"° Raising). Fot s u " l<t. We abbte,iate E O e 
gmsuc reasoos) the PTR in I ;mmetty (although not neeess ·1 Q _by 
M-' (Montague L . c u es also the inverse of M th ai:1 y for Im-. owenng) Th , e partial f • 
mteresting relatio b • e exact definitions ar • unction ns etween these e given below S 
and van Ben them ( 1986) operators were studied • p • ome · m artee ( 1987) 

Quine: 

Existential: 

Be: 

M. Raising: 

I 
I 

-I I 

M: 
I 
I 
I 

Q 

E 

B 

total -

partial - - -> 

Figure 2: Th~ Partee Triangle 

Qe(et) 
d2 

AXe.AYe•X = y 

E(et)((et)t) 
d~ 

>.Pet-AAet·3xe(P(x) I\ A(x)) 

B((et)t)(et) 
d2 

>.Q(et)t-AXe.Q( { x}) 

Me((et)t) E O Q = AXe.>.Pet-P(x) 

((et)tle >.Q(et)t· ae Q = M(a) M. Lowering: M-' d2 { 

The Quine operat . undefined otherwise 

denoting NP's wh or is ~sef~l for describing the be • • • 
Q derives the app;: a~pearmg m predicative positions hFav1our of md1vidual 

pnate predicate. • or example, in (15) 
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(15) This teacher is John. 

j'e ~ >-.x.x = j' 
Result: [this teacher]e = j' 

The Existential operator derives quantificational readings of indefinites • 
rhis can be done in classieal Montague semantics using the extensional de­
notation of the indefinite ,rtide. Howevet, in many languages indefinites ean 
appe"' without any overt ,rtide. An insight that Partee shateS with OR'f and 

0
thet semantic framewotks is the idea that "existential closurn" is a semantic 

0
petotion which does not necessstily conespend to a lexical denototion. It 

is required in oniet to get application right when indefinites appea< in a,­
gumont pesitions, and this is because indefinites basically denote semantic 
p,edicat,s. fot example, the Heb<eW sentence (16) can be analywl using 
E, although no morpheme with this determiner denotation overtly appears 
in the sentence. The analysis of the English counte,part is pa,allel, using 
the assumption that the overt ,rtide in English tacks "otdin"'l'" denototional 

contribution to meaning. 

( 16) adam nixnas laxeder 
person entered into-the-room 
"A person entered the room" 

E person~
1 

-=-+ >-.Pet· 3x e ( P ( x) /\ person' ( x)) 

Result: 3xlenter'eJx) /\ person'(x)) 
The motivation for the B operator is to allow predicative readings of 

quantifiets. Fot example, once the predicate in ( 17) is lifted to an existential 
quantifier it can be lowered back to get the same predicate. 

(17) John is a teacher. 
teacher~t ~ >-.Pet·3x.(P(x) I\ teacher'(x)) ~ teacher' 

Result: teacher' (j') 
This seems somewhat redundant. If indefinites are basically treated as 
p,edicates tbe same ,esult in ( 17) ean be obtained dirnctly. This f,milia< 
position to predication with indefinites will be adopted below. However, a 

more interesting case is the following: 

(18) John is no teacher. I no teachetJ 
1
,0, ~ AP.P n teacher' ~ 0 --'4 Ax "teacher' ( x) 

Result: -.teacher' (j') 
The well-known application of M ( = E o Q) is to allow the analysis 

of coordination with proper names. In (extensional) Montague grammar 
individuals are lexically given the conjoinable type (et)t. In the PTR, the 
rnquirnd lifting can be achies<ed also opetationally while singula< individuals 

are assigned the type e. 
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5.2 The Square of Individuals 

We ar~ in a position to introduce the main intuition underlying the proposed 
extens10n ~f the Partee Triangle. The three operators A , E and min that 
were used m section 4 will be conceived as follows : 

• T_he universal lifting operator A is the available mapping from indi­
viduals to quantifiers . 

• The existential_ lifting operator E is the available mapping from pred­
icates to quantifiers. 

• ~he minimum sort operator min is the available mapping from quan-
tifiers to predicates. 

Note that in this conception, as necessitated by the Bennett typing strate 
types ~lone do not tell u_s exactly whether the denotation is of an individugJ, 
~ p_re_d1cate or a_ quantifier. _ For example, et is the type of both plural 
mdiv1?uals and singular predicates. It is therefore more instructive to think 
of md1v1duals ~eing ba~ically of an arbitrary typer (not necessarily e ), where 
the corresponding predicates and quantifiers over this type of individuals get 
the types rt and (rt) t. 

This conception underlies the configuration of The Square of Ind · ·d z 
(SQ!). The mechanism is illustrated in figure 3 and the partic. f iv1 ua s 
ar d fi db 1 . ipa mg operators 
_ e e ne e ow. A polymorphic definition for the inclusion relation c: 
IS assumed and will be given in what follows (cf. (23)) . _r(rr ) 

A 

i--A--0 

I 
I 
I 

-I I 
Mi 

I 
I 
I 
I 

min 

I a 8---E---0 
Figure 3: The Square of Individuals 

a: argument 

p : predicate 
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Universal: A r(rt) 
d!l AXr. AYT·x (;;;; Y 

Minimum: m in( r t)( r t) 
d~ >-.Prt·>-. xr. P (x) I\ Vy(;;;; x(P(y) ➔ y = x) 

Existential: E (r t)((rt) t) 
d!l >-.Prt· >-. Art·:lx r(P (x) I\ A (x)) 

M. R. : Mr( (rt)t) = E o min o A = >-.x r_>-.Prt-P(x ) 

M. L. : M- ' d!i >-.Q { aT 

Q = M(a) 

{(rt)t)r (rt)t · undefined otherwise 

Before getting into some substantial matters concerning the SQI, let us 
note two independent changes made in the PTR in order to deal with plurality 
and predication. One change is the above mentioned parameterization of 
the type for individuals. This is conceptually convenient when making the 
type distinction between singular (e type) individuals and plural (et type) . 
These are the only types which will be used for r. The parameterization is 
made only for expository reasons. Implementations of the SQI that will be 
considered in section 6 instantiate the type for r. 

A second general addition to the PTR is needed in order to be more 
explicit about the function of the denotation derived by the predicative vertex 
of the scheme. In the SQI a separate feature alp of a vertex signals if the 
NP denotation derived is reserved to NP's in syntactic argumentlpredicate 
positions. In the PTR this information does not appear, which creates some 
problems in the analysis of coordination. For example, in order to analyze 
the simple sentence (19) correctly, we should block the derivation (19a), 
where the coordinated denotations are predicative (type et) . 

(19) Mary and John smiled. 

a. * m~ --3.+ {m'} t --3.+ {j'} 
{m'} n {j'} = ©et 

E 
©et ---+ ©(et)t 

©{et)t (smile~tl = fals e 

This contradictory result is of course undesirable. I follow Partee in the 
intuition that the predicative reading of NP's is "marked" and reserved for 
NP's in syntactic predicative positions (see Williams (1983)). This means 
that in an argument position, the NP is neither interpreted nor coordinated if 
its denotation was last derived in a vertex marked with the feature p. With 
the appropriate mechanism this blocks the derivation in (19a) . This move 
is unattractive, but I do not know of any general account of predication that 
manages to avoid it. Thus, at the moment we can consider the step necessary, 
irrespective of the flexible mechanism proposed. 
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Let us consider now the SQI itself. I think four main points can fairly 
summarize the new aspects of the proposed analysis: 

(i) The flexibility operator A is motivated as a distributivity operator 
proposed in previous works on plurality. 

(ii) The same operator is used here to derive collectivity effects in coordi­
nations, given the PFP hypothesis. 

(iii) The minimum operator allows NP's to have a collective predicative 

denotation. 

(iv) Montague's B operator is eliminated. 

Some elaborations follow. 

"Distributivity as flexibility" Probably all contemporary accounts of plu­
rality use some special mechanism to derive distributivity effects. The reason 
is that plural NP's often behave as individuals being in the extension of a 
"collective" predicate as in (20). But they can also have a quantificational 
("distributive") import as in (21 ), intuitively equivalent to (2 la) . 

(20) The girls met. 

(21) The girls are wearing a nice dress. 

a. Every girl is wearing a nice dress. 

b. [the girls]= c:t ~ >.Pet·\fx[G'(x) ➔ P(x)] 
Result: \fx[G'(x) ➔ 3y(dress'(y) I\ wear~(y)(x))] 

distributivity operator is commonly introduced into the system to allow 
the derivation of the quantificational effect. We can ignore here the popular 
debate whether a distributivity operator should be located on the NP argu­
ment or on the VP predicate. In (21 b) and in what follows it is assumed 
that the first strategy is at least a possible derivation. The same position 
was taken in Heim, Lasnik & May ( 1991 ), among others. The new proposal 
here is that distributivity is a flexibility operation that should be part of a 
general scheme like the PTR. The SQI incorporates this view, one surprising 
consequence of which can now be noticed. 

"Distributivity for collectivity" Recall that the A operator was required 
in the analysis of (14) because of the PFP hypothesis. In order to get the 
"union"/"collective" function of Boolean and we had to obtain principal 
filters as conjuncts. A, a traditional operator of distributivity is responsible 
also for this "collective" effect. This is a consequence of viewing A as a 
general operator for flexible NP interpretation. It seems to add important 
support for its use, which is commonly only motivated by the mechanical 
need to derive distributivity for plural individuals. 
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"Collectivity in predication" In the PTR the operators Q and B are 
responsible for predicative interpretation of NP's. In the SQI the minimum 
operator is the only one that reaches the predicntive vertex. For example, 
in the singular case where r = e, the composition min o A is equivalent to 
the Q operator of the PTR (see below). This allows the correct treatment 
of sentences like (15) also in the SQI. When we deal with proper name 
conjunction using standard Boolean and, some differences between the PTR 
and the SQI appear. Consider a conjunction like John and Bill in a predicative 
position as in (22). In the PTR there are two possibilities to analyze the 
sentence: either with B lowering of the quantificational reading of the 
conjunction or by conjoining the predicative denotations obtained by Q. 
Both possibilities, given in (22a) and (22b), lead to an empty predicate that 
makes (22) be analyzed as contradictory. 

(22) These men are John and Bill. 

a. j' ~ >.Pet·P(j') b' ~ >.Pet-P(b') 

>.P.P(j') I\ P(b') ~ ©et 

b. j' ~ {j'} b' ~ {b'} 
{j'} n {b'} = ©et 

These are not necessarily bad results. Partee claims that such derivations 
might reflect a distributive reading of the predicative NP, which is here 
necessarily false: the group referred to by the subject cannot be both John 
and Bill. However, (22) has a contingent reading which is not captured by 
the PTR without further assumptions. In the SQI this reading is derived: 

j' ~ >.Pet·P(j') b' ~ >.Pet-P(b') 

>.P.P(j') I\ P(b') ~ >.Pet .P = {j' , b'} 
Result: [ these men ].i = {j' , b'} 

This shows a point where the general treatment of predicative NP's in PTR 
(and classical Montague grammar) is revised. The change can be described 
using the following pessimistic (although in the end admittably true) reso­
lution to the Shakespearean dilemma. 

"Not to B!" In the SQI, as its name implies, we can deal with predicative 
readings of (singular and plural) individual denoting NP's and their coordi­
nations, but not with arbitrary generalized quantifiers. This point should be 
emphasized and it will be further discussed below. As we noted, sentences 
like ( 17) with a predicative indefinite NP do not require any special predica­
tive mechanism (also in the PTR) because the basic denotation of indefinites 
is predicative. If this view is correct, Montague's B operator loses much of 
its motivation. But now cases like (18), (which Partee considers somehow 
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marked in English) become problematic in the SQI. I have no solution of 
this problem to offer at this stage. However, the hypothesis that predicative 
NP's are only NP's that basically denote an individual or a predicate seems 
to be supported by the work in Williams (l 983) and Higginbotham (1987). 
Only a better study of this hypothesis can show what should be the treatment 
of such problematic cases. Of course, a last resort can always be adding 
B to the SQI. But such a theoretically expensive move should in any case 
have independent support. This was not given to my knowledge also for 
Montague's original treatment of predication. 

The discussion above concentrates on some of the main differences be­
tween the PTR and the SQI. However, there is also a central point of similar­
ity: once the operator Bis eliminated it can be observed that the SQI formally 
generalizes the PTR. This is transparent when using van Benthem (]986)'s 
polymorphic definition for inclusion: 

(23) X r;;; Y d;j { 1 : ~ ~ : ; 
\IZ0 ,(X(Z) r;;; Y(Z)) T = o-1a2 

The intuition behind this definition is that inclusion gets the standard set 
theoretical definition in Boolean (t-reducible) domains. In non-Boolean 
(e-reducible) domains we use the only general relation available between 
entities- identity. This preserves "as much Boolean structure as possible" 
in non-Boolean domains. Using definition (23) we get the following results 
when substituting T = e in the SQI: 

• mm(et)(et) = >.Pet-AXe .P(x) (identity for predicates) 

• Ae(et) = Q 

Thus, vertices 2 and 3 in the SQI (figure 3) are mapped to vertex 2-3 in the 
PTR (figure 2) . 

Let us conclude. On the formal side, the SQI lifts individuals to quanti­
fiers using A, instead of mapping them to predicates using Q as in the PTR. 
The operator min of the SQI sorts quantifiers created from individuals and 
their coordinations to predicates, instead of the general type lowering B of 
the PTR. Linguistically, these formal distinctions allow to derive quantifica­
tional distributivity using A, predicative collectivity using min and a unified 
Boolean treatment of coordination using the combination of the operators, 
as expected by the hypothesis about the Principal Filter Property. These 
points are summarized in table 2 below. 

6 Implementation: Triangulating the Square of Individuals 

Conceptually, the SQI is a convenient way to present the proposed ideas 
about flexibility. However, two problems of implementation need to be 
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PTR SQI 
individual --t predicate Ql -
individual --t quantifier - A 2,3 

predicate --t quantifier E4 E s,6 

quantifier --t predicate Bl min 1•6 

individual --t quantifier EoQ = M 1 EominoA= M 1 

quantifier --t individual M-1 s 

1 predicative NP's 
3 PFP (deriving collectivity) 
5 indefinites (but see below) 
7 proper names in coordination 
9 not required (see below) 

M-' 9 

2 distributivity 
4 indefinites 
6 deriving collectivity 
8 not required? 

Table 2: Differences between the PTR and SQI and applications 

treated. The first problem has to do with the type parameterized domain of 
individuals. In a standard type theoretical implementation of the SQI we have 
to instantiate T according to the ontology in our semantics. I will prop?se 
two possible directions. (i) Using a set theoretical approach to plurality, 
we will instantiate T as e and et and merge the two resulting diagr~_s. 
Evidently, this move is much in accordance with the ontology minimal15t1c 
line adopted in this paper. We will follow Keenan & Faltz (1985) (and 

ultimately Montague) in eliminating reference to the domain of individuals 
Dr from the semantic mechanism. (ii) Enriching the ontology of individuals 
with pluralities related to their parts using some non-Boolean structuring of 
thee domain (a Linkian lattice treatment, for example). • 

In both approaches we solve the following problem, where the SQI as 
presented above is fundamentally inadequate. Given the assumption that 
plural individuals are treated as et type entities, we expect them to be 
coordinated using the Boolean coordinators. This is evidently incorrect. 
To consider one simple example, we expect (24) to be interpreted as (24a), 
which is clearly not the case. 

(24) The girls or the boys met. 

a. * meee(G1 u B') 

In a set theoretical implementation, individuals should be directly interpreted 
in the ,( Tt)t type, so this problem is avoided. In a lattice theoretical approach, 
all individuals are e type, so the problem does not appear in the first place. 
Let us elaborate on these points. 
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6.1 Set (Seba-Bennett) theoretical plurality 

As said above, in the S-theoretical approach we follow Keenan & Faltz 
( 1985) and "eliminate the universe" from the SQI. All individuals are direct! y 
interpreted in the ( Tt )t domain. Since A should apply now to principal 
ultrafilters instead of plain individuals it is composed with M- 1 of the SQI 
to get the triangle in figure 4. Now we can safely instantiate T as e and et. To 
do that, we use the standard definition of Boolean inclusion in (25) (not van 
Ben them 's generalization (23) with the double base for the recursion) . In this 
definition A and min of the SQI are undefined when T = e. 1 Consequently, 
in the e type instantiation vertex 2 of the SQI becomes unreachable and it is 
therefore eliminated from the scheme. 

def { X --+ Y T = t 
(25) X~Y = v'Za,(X(Z)~Y(Z)) T=0'10'2 

After type instantiation, the squared-triangulated-squared-Partee-triangle in 
figure 4 is derived. Thus, we end up with triangles and squares even. 

-~0 0~ .,..., 

AOt\-·l ,,,,.,,,"' .,. .,. .,. .,. .,. 

.,. 

a.,." 

e----E----t 

min 

instantiate 

-r=e, 't=et 

a .,. .,. 

., .,. 
AOM .,..,." 

.,." .,. .,. .,. .,. 
• E 

Figure 4: An S-plurality instantiation 

min 

A consequence of this implementation is that predicative NP's cannot 
be of type et, but only of type ( et)t. Thus, simple sentences like (15) must 
be analyzed using a lifting of the subject, as exemplified in (26). Albeit 
somewhat unintuitive, this seems unproblematic. 

1 One may wonder what is the justification for not using here van Benthem's definition 
while using it above in showing the relations between the PTR and the SQI. The way I 
see it. (23) is convenient for meta-theoretical uses, when wanting to check the relations 
between Boolean and non-Boolean domains. However, for practical uses, it was noted in 
Winter ( 1994) that (23) is expected to derive definitions for conjunction and disjunction in 
non-Boolean domains which are linguistically unintuitive. Therefore, while dealing with 
actual implementation the classical definition (25) is preferable. 
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(26) This man is John. 

[this man](et)t = >-.Pet·P(ae) E~n XP(et)t ,P( {a}) 

[John] = >-Pet·P(j') ~ >-Aet·A = {j'} 
{''} J'' Result: {a}= J {:} a = 

6.2 Lattice (Link) theoretical plurality 

In the L-plurality approach there are no et in~ividuals, ~ut there are some 
t. s about the structure of the e domam. Following Partee ( 1987), assump 10n . . . . 

• L ontology as assuming a pnffiltlve mappmg from type e to et, we can view -
a mapping that Partee calls delink : 

d l . k (x) = 5 iff S is the collection of atomic i-parts of x 
(27) e 1,n e(et) 

d t ·mplement the SQI in this approach we can use delink by revising In or er o 1 
the definitions of A and min as follows: 

AL d~ AXe- >-Pet· A(delink(x))(P) 

.. T d __ ef 'Q >-.x min(Q)(delink(x)) min , /\ (et)t· e · 

The SQI is triangulated now as in figure 5. 

E 

.L 
mm 

Figure 5: An L-pl11rality implementation 

A possible drawback is that M is no longer generally derivable: 

M (x) = AL (x) only if x is atomic (\delink (x) \ = 1) 

h • · g of plural individuals (like the one denoting the boys) is not T us, raism . 
t d for To solve this problem, we can try to follow most versions 

accoun e • . d • d b · al 
f · al grammar where M 1s enve Y more general categon o categon ' 
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princi?les. Another alternative is to eliminate the universe as in the S­
?lurahty approach, to shri_nk the SQI into two vertices. As in the S-plurality 
implementation above, this configuration requires no lifting of individuals. 

Instead of diving deeper into these technical swans, let us conclude with 
some more general problems and prospectives. 

7 Choice functions and the hyper-flexibility of indefinites 

In the pr~s~ntation of the SQI we saw how the Principal Filter Property 
hy~othesis mdependently_ motivates the distributivity operator A for plural 
NP _s. Let _us tu~ now bne~y to another prediction about the interpretation 
of mdejinae NP s. In Wmter (1994, 1995) it was noticed that standard 
treatments of indefinites as generalized quantifiers do not combine with the 
PFP to _derive th~ correct interpretation of sentences like (28)-(29). The 
reason is that existential quantifiers are not principal filters and yet these 
sentences have a "collective" interpretation for the conjunction. 

(28) Some author and some teacher met. 
(29) Three authors and two teachers met. 

In W_inter _(1995) I proposed that an analysis of indefinites using choice 
functwns is a correct way to overcome such difficulties. This treatment 
based_ on the logical intuition in Hilbert & Bernays (1939), was motivated 
m Remhart (1992, 19~5). Re_inhart proposes that it accounts for the peculiar 
~cope beh_aviour of mdefimtes. The same mechanism accounts for the 
mterpre~ation of (28)-(29) in the present treatment of coordination. An 
el~boratlon on some linguistic and formal perspectives can be found in 
Wmter_ ( 1995). Without getting into technical details, let me just briefly say 
how this tr~atment allows a unified approach to the flexibility of indefinites. 
_ 1:-. prormnent view on indefinites regards them as individuals. This is the 
mt~ition i~ Fodor ~ ~ag ( 1982), motivated by the wild wide scope behaviour 
of mdefimtes. This is probably also a part of the intuitive background for 
D~! (s~e some remarks in Partee (1987)). The well-known origin for this in­
tmt1on ~s the prope~ies_ of indefinites in discourse anaphora. In (28)-(29) we 
s~e a different motlvation coming from the PFP hypothesis. Another plau­
sible a_pp~oach can be found in the intuitive discussion in Williams (1983) 
and Higgmbotham (1987). According to these works indefinites are basi­
cally_ pre_dicates. One motivation is the natural appearance of indefinites in 
pred1ca~1ve constructions. Yet, a straightforward evidence in favour of the 
~usselhan/Montagovian quantificational approach is that indefinites can be 
mterpr~ted as having narrower scope than other quantificational elements. 
_ _ This probably covers the three most intuitive ways to think about indef­
m1tes_ compositionally. Are we confronted with a paradox? In the choice 
f~nction app_roach the answer is negative. The reason, roughly, is that indefi­
mtes are basically treated as predicates. However, the choice mechanism can 
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"pick" an individual (principal filter) from the predicate. This mechanism 
itself is quantificational, allowed to have any scope in the compositional in­
terpretation process of the sentence. For technical details see Winter (1995). 

The variable binding mechanism in the choice function approach is not a 
straightforward modeltheoretic flexibility operation like existential lifting in 
the quantificational line. However, as shown in Winter (1995), when choice 
functions are interpreted compositionally the mechanism formally extends 
standard existential quantification. One point where this fact might allow 
us to achieve a broader perspective on flexibility will be discussed in the 
following section, together with another open question. 

8 Two open questions 

Let us conclude with two points that motivate further empirical study in 

order to generalize the proposals made in this paper. 
One problem implied above has to do with the generality of the choice 

function mechanism. Since the E operator of the PTR and SQI does not seem 
general enough in order to treat indefinites correctly, it is reasonable to expect 
the more general mechanism of choice functions to replace it in other cases 
offlexibility as well. Consider the usage ofE in the analysis of (4) and (13). 
To use here a choice function treatment as in Winter (1995) is technically 
straightforward. However, this also has some empirical implications. An 
important one is that the "scope" of the disjunction in cases like (13) behaves 
then like the scope of simple indefinites- violating islands. For example, (30) 

below should have the interpretation in (30a) . 
(30) If Mary and [John or Bill] meet then a terrible fight will take place. 

a. [ meet' ( { m', j'}) ➔ fight~] V [ meet' ( { m', b'}) ➔ fight'] 
"Either John or Bill meeting Mary will cause a terrible fight" 

(30a) is not an obvious reading of (30). Therefore, it seems somewhat 
too early to integrate the choice function mechanism into the SQI. More 
empirical tests should be devised in order to evaluate this move. 

Another open point mentioned earlier is that the SQI should treat only 
individual denoting NP's and their coordinations, but not arbitrary gener­
alized quantifiers. One simple case that exemplifies that is that we do not 
want NP's like every man to get the same treatment as John and Bill because 
the latter can be "collectivized" whereas the second cannot (cf. *?every man 
met). However, extensionally these two NP's can both refer to the same 
principal filter in a model where John and Bill are the only men. This 
points out that some syntactic information about NP's might have to be 
used in the general treatment of flexibility. Recent works (e.g. the papers 
in Szabolcsi (forthcoming)) suggest to use some syntactic differentiation of 
NP's in the semantic analysis. The proper way to do that within the proposed 
mechanism of flexibility is a major open problem. 
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9 Conclusions 

Montague's program, based on the simple and powerful typed lambda cal­
culus, has proved extremely fruitful in the semantic analysis of natural 
language. Partee's work revealed some limitations in the "strict" typing 
of Montague grammar. The flexibility revision Partee proposed allows to 
achieve better descriptive adequacy as well as conceptual elegance within 
the highly restrictive Montagovian framework. In this paper I tried to il­
lustrate this point by considering a wider range of data and a more general 
formalism. This is necessary in order to continue developing Montague 
semantics into an integral part of linguistic theory. 
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A Neoclassical Analysis of Belief Sentences 

Henk Zeevat 
University of Amsterdam 

The classical logic of belief is (Hintikka 1971). Hintikka provides a belief operator 
defined over possible worlds and treats quantification by quantifying over a set of 
individual concepts. This paper adds some modern features . 

Many problems are known about possible world based belief theories and the aim 
of this paper is to repair a number of them. The aim is not so much to give a logic 
of belief, but rather an analysis of belief reports. What we are interested in, is a 
theory of the interpretation of belief sentences which connects to a logic containing 
a belief operator. The theory of interpretation makes the connection of the surface 
sentence to its logical representation an indirect one, determined by various con­
textual factors. Some of the problems that arise within the logical system in which 
the belief report is represented do not arise for the natural language belief reports . 
So what we are studying is not the logic of belief but the intuitive consequence 
relation between belief reports. I believe bringing in the recent advances in formal 
pragmatics to the study of these problems brings about a clarification of some issues 
around belief sentences, notably about the status of names and indexicals in opaque 
contexts. 

What this paper adds to Hintikka's theory is first of all a new interpretation of 
the belief alternatives assumed by Hintikka. This analysis is Haas-Spohn's diagonal 
theory of belief alternatives, based on a radical indexicalism towards the meanings 
of natural language lexemes. Without this underpinning, the current paper could 
not have been written. 

The second element that is added to Hintikka's theory is a different account of the 
individual concepts which are the basis of his account of quantifying into belief 
contexts. This account is in essence my earlier history-based theory of objects of 
belief (the most recent version is Zeevat 1994), but this time formulated in possible 
worlds semantics rather than in discourse representation theory . This formalisation 
is usefui' and adds to the original account. 

Third, we offer an alternative account of proper indexicals. Here, we use the theory 
of presupposition that has been developed over the last ten years primarily by Van 
der Sandt (Van der Sandt 1992). 

The resulting t heory also offers a radically different account of existential de dicta 
belief reports. This account has an important consequence: it opens the door to a 
solution of the problem of closure under logical consequence, a solution that however 
relies on the idea t hat all judgements are essentially existential. This view can be 
found in certain versions of Davidson's approach to event semantics, in certain forms 
of DRT and of course in the intuitionistic tradition, especially in type theory. 

The organisation of the paper is as follows. In the first section, we will introduce 
Haas-Spohn's theory of subjective interpretation and the consequences of this the-
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ory for the analysis of belief sentences. Section 2 removes the basic obstacle to the 
extension of this theory to all de dicta belief sentences: Kaplan's theory of demon­
stratives. Section 3 is concerned with individual concepts and will enable us to give 
a full account of belief sentences. Section 4 gives a closer look at two traditional 
problems with belief sentences and presents a theory of names. Section 5 finally 
offers the tentative solution to closure under logical consequence and explores some 
consequences of the present theory for the theory of information and for natural 
language semantics. 

The theory of belief that defines the truth of belief reports in terms of a set of 
belief alternatives for the subject suffers from a large number of problems. These 
problems originate from on the one hand the conception of the relation of belief 
and necessity and on the other from the fact that a set of possible worlds is always 
closed under logical consequence. Representative of the first problem is Kripke's 
puzzle (Kripke 1979). 

Logical consequence is a problem of the connection of belief with practical reasoning. 
As beliefs are the basis for action, the theory commits us to actions we are not in 
fact prepared to carry out. Kamp (1994) gives a simple example involving an 
arithmetical truth. 

1 A Diagonal Theory of Belief Alternatives 

What information does a subject get from a conversation? Which belief alternatives 
can be eliminated? 

Suppose you are availing yourself of the Blind Date Telephone Service and you are 
speaking to a girl who claims to be a blonde. The subjective information you are 
deriving from her claim (which you happen to believe) is ;ot at all the same as the 
proposition expressed by the sentence "I am a blonde" which she whispered in the 
phone. That proposition is about that girl at the other side of the phone, Anita, 
a person you do not happen to. know. The information you have cuts down your 
set of belief alternatives ( the other hair colours) but the criterion by which you 
cut them down is not related to the girl herself, but to whoever happens to be on 
the phone according to the particular alternative. There are some limitations: she 
has that kind of voice, she is that sort of person, but within those limits anything 
goes. If the person on the phone in the alternative is a brunette, the alternative is 
rejected, if she is a blonde it stays. What is going on with Anita in the alternative 
is irrelevant. 

The criterion for eliminating a belief alternative uses not the actual referent of "I", 
but the referent of "I" according to the belief alternative. If the "I" of the belief 
alternative is not a blonde, the alternative is elminated. That means, we have 
to diagonalise the sentence's character (in terms of Kaplan's character semantics) 
in order to find out which belief alternatives survive the update. The subjective 
meaning of the sentence for a person a can be defined as the intersection of the 
diagonal of the sentence's character with the belief alternatives of a. This analysis 
of subjective information is due to Haas-Spohn (following ideas of Stalnaker 1978) 
and it seems correct. 

The disquotation principles introduced by (Kripke 1979) immediately connect sub­
jective information to a theory of de dicta belief. According to this theory of belief 
a sentence describes one of your beliefs if the diagonal determined by the sentence 
is a superset of your belief alternntives. 
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indexicals occur. 

Consider an utterance of (1). 

(l) John believes that I am bald. 
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occasion of the utterance. vVe are rather reporting something which John would 
have rendered (if he in fact believes it) as: He is bald, or That man is bald or even 
Bill is bald. There is no systematic way of reconstructing what John would have 
said and thereby it becomes hard to state what I contributes to the meaning of the 
complement. 

How to deal with direct reference then? We have found a problem with assuming 
that direct referentials are "local" elements evaluated by "global" rules. There is a 
conflict between our analysis of de dicta beliefs as holding when they are diagonally 
true on the belief alternatives of the subject and what happens if I tell you (1) 
John's absence. John's opinions about who I am are irrelevant. He has a belief 
about me. 

If we assume that belief sentences are diagonally interpreted, the context parameter 
is the wrong one for indexicals: it equals the context of utterance with one of the 
belief alternatives of the subject. 

We can look for a solution in different directions. For example, we could increase the 
number of parameters: the fixed context of utterance, the floating context of belief 
(equal to the first parameter outside beliefs) and the circumstance parameter. We 
then divide direct referentials into two groups: a group using the first parameter 
and a group using the second. "Me" would be of the fixed kind, a name would 
belong to the second. 

The problem with this approach is that neither for names nor for indexicals we can 
uniformly say to what group they belong. Sometimes the belief subject is familiar 
with the name and its bearer, sometimes he knows the bearer, sometimes he just 
knows the name. Classically, one would say that in the last case it is a de dicto 
belief, (which means it is non rigid by different values for the second parameter) 
whereas in the second case the name is interpreted external to the belief. In the 
first case we should get both: it is interpreted by the firs t parameter and shifts 
with the second. So in some cases the name would count as directly referential, in 
sbme cases it would be subjective and in some cases finally, it would be both. That 
the same holds for indexicals is a little bit harder to see. In the example (1) , we 
obviously have a direct interpretation. But what happens when the belief subject 
takes part in the current conversation? Can his views about what the indexicals 
denote be ignored? As it turns out, they cannot but this is better explained after 
introducing the alternative view. 

In the DRT-tradition, a more realistic account is available in the presupposition 
resolution and accommodation model developed by Van der Sandt. According to 
this model the treatment of a presupposition trigger (a definite article, a factive 
verb, a cleft construction etc.) proceeds as follows. We determine at the position 
of the trigger the content of its presupposition. We then determine if it is possible 
to resolve the presupposition to material that is accessible from the position of the 
trigger. Here there is a preference for locally available material. If it is we are 
nearly done, only the variables in the computed presupposition have to be unified 
with the corresponding variables in its antecedent. If resolution does not work, we 
accommodate the material with a preference for the global context, a preference 
that can be overridden by conflicts with the contents of the global context or with 
the informativeness of the current utterance. 

A DRS can be understood as the structure in which we do the bookkeeping of the 
emerging common ground between the speaker and the hearer. Normally, this is the 
bookkeeping of the part that results from linguistic exchanges. Here, we also need to 
add basic data about the utterance situation: the identity of the speaker, the place 
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has after work made his way to one of the many pubs on the busy street where his 
office is located . Due to his immodest consumption of beer, he has at one point 
formed the belief that he is not in the pub in which he happens to be but in the 
pub on the other side of the street. Looking out of the window he sees in the pub 
across the street his colleague Wim. I stand next to Harm and seeing him looking 
as he does and knowing about his state of mind I remark to you: 

Harm thinks that Wim is here. 

As Harm believes that he is in pub A, which happens to be where he sees Wim, this 
report is true on the premises of the direct reference theory and also on the widest 
scope theory about indexicals discussed and rejected by Kaplan5 But according to 
my intuitions this interpretation is hardly available. 

On our predictions, (2) is false on the preferred interpretation. As Harm shares 
with us (part of) the speech situation, it is his representation of the place . of the 
utterance (in fact pub B) which prevails and he would not say "Wim is here". After 
all, the beer has not impaired his vision. 

3 What are Individual Concepts? 

Let me try to spell out the consequences of these considerations for the meaning 
of individual terms like demonstratives, first person pronouns and names. Let's 
assume Harm says that man pointing to a balding academic holding a glass of dark 
beer. What we had to say before is that since Harm is the speaker in the actual 
world and since he in that world points to a particular person, say the professor 
of French poetry, it means that person in each of the worlds in the modal hull of 
the actual world. What we have to say now is more: we lm~e to say what that 
man1denotes in the diagonal. The first thing that follows is that it does not always 
denote something. In some worlds Harm did not say that man and in others he 
omitted the pointing. If we diagonalise over those worlds we fail to get a referent , 
in the first case because there is nothing that has a relationship to the utterance (it 
did not take place) in the second case because the rule associated with the pointing 
does not point: the demonstration is only partially there. The second conclusion 
is that the meaning is non-rigid. There are certainly worlds where somebody else 
might have been standing there. Importantly, we may fail to see clearly whom 
Harm is pointing to and we have thereby belief alternatives in which "that man" 
has different values. 

Much the same holds for the pronoun "I" and for names. The meanings we have 
to live with for individual terms are non-rigid incomplete individual concepts over 
our extended set of possible worlds. 

Our acceptance of the theory of subjective information has landed us in this predica­
ment and it is an uncomfortable position: we have lost the beautiful and simple 
theory of quantifying in based on Russell's singular propositions. We are suddenly 
left -for the attitudes- with partial non-rigid individual concepts and have to 
make do with them. We have to answer the question which individual concepts 
there are and how we can deal with them. 

counterfactual situation assumed would be the wolf as well (and loses the properties inconsistent 
with that assumption). 

5 Within our model we would get this theory by ruling out local resolution, i.e. abolishing clause 
(1). 
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That not every partial function from (new-style) worlds to individuals is available 
seems given with our intuitions about belief. We do not want to infer from: John 
believes that somebody ate the cake to There is somebody such that John believes 
he ate the cake. (We combine, for each belief alternative of John, the object that 
ate the cake there. ) We also do not want to give up rigidity, only with extending 
rigidity to belief alternatives as well. So, we must assume that for each object in 
the actual world we have a rigid intension over its modal hull. But this assumption 
offers no help for quantifying into belief contexts, as the intensions so described are 
insufficient to make any de re beliefs true. 

My solution is essentially the one that I have advocated in earlier work (Zeevat 
1994). That solution attributes to persons objects that are objects of belief. Objects 
of belief in turn can be counterparts of other objects and can themselves have other 
counterparts. It is when they are counterparts of real objects, that they satisfy de 
re beliefs. For finding out what objects of belief there are, we have to enquire what 
experience the subject has had and to what communication she has been exposed. 

The difference with my earlier work is that the objects of belief here become partial 
individual concepts and that we can give an account of their genesis in terms of 
Hintikka's belief alternatives. I believe the account here improves in some ways 
on my earlier work. The starting point are cognitive events. These are events in 
which the subject acquires a new belief. Examples of such events are perceptions, 
acceptances of an assertion and reasoning. One thing which happens in veridical 
perceptions and acceptance of true assertions is the genesis of new de re beliefs. 

Take the example of a perception of an object that the subject has not seen before, 
let's say Bob's new Ferrari. Before the perception, it will be true that we can 
describe the Ferrari uniquely by some unique description, say bob_ferrari. It then 
holds before the perception that 

(3) ~3x(bob_ferrari(x) A belief(s, x = x)) 

After the perception this has changed, the subject s has acquired a new object: 

(4) 3x(bob_ferrari(x) A belief(s ,x = x)) 

Of course this is not all that has changed: the belief alternatives of the subject 
have changed to take in the content of the perception: the beautiful color and the 
attractive shape will be as the subject perceived them. On the rather unconstructive 
picture of belief alternatives assumed in this paper the update consists of two steps. 
First the subject has a unique description of what he sees. The uniqueness follows 
from the uniqueness of the description what I am currently seeing but takes in any 
other property or relation that the subject attributes to the object in his perception. 
This first reduces the belief alternatives to those where the description is satisfied (a 
normal eliminative update.) The second step is the addition to the set of individual 
concepts of the individual concept formed by the Ferrari (extended to the modal 
hull of the actual world) and the object that in each of the new belief alternatives 
is the Ferrari for the subject. 

This is the simple case. The object may already be there as the subject may 
have heard about it before. Two things can happen: the subject recognises the 
Ferrari from his description so that the updating is limited to a simple update of 
the alternatives. Alternatively, he does not , which means that the perception v,ill 
form a second individual concept, which derives from the same Ferrari. The final 
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possibili~y is misrecognition: the Ferrari is wrongly recognised as another object the 
subJect 1s aware of. We get a new concept (the new perception extends the actual 
Ferrari, coinciding within the belief worlds with the older concept) and an update 
over the older concept. 

Finally, there are hallucinations. Here we only seem to perceive something. It 
follows that the earlier steps in the updating are as before but the bridge itself 
cannot be added. We can however add the concept consisting of the referent of the 
description in each of the belief alternatives. 

The general rule which we can abstract for this is that after the perception an 
individ~al ~once_pt bridges _the actual world (if the perception was veridical) and 
the subJect s belief alternatives with the bndge bemg given by a definite description 
in the belief alternatives given by the perception itself. Veridical perceptions of an 
object not seen before can be described as a switch in the truthvalue of a sentence 
of the form: • 

3x(x = a A believe(b,x = x)) 

Before b's perception the sentence was false, as there was no bridge connecting b's 
mind to a. After the perception, such a bridge has come into being. 

In communication things are not very different, except for the fact that now it is 
the beliefs of the speaker and the concepts organising his beliefs that take the place 
of the actual world. I will make the assumption that even in this case it is possible 
to speak of the object underlying the speaker's utterance: it is the internal object 
that causes that particular part of the utterance. This assumption can however be 
eliminated6 

Bridges will now consist of the speaker's object extended to the belief alternatives 
of the subject. If the speaker's object was already a bridge it now becomes a longer 
bridge brmgmg us to yet other people and possibly to the actual worrd. The process 
itself is the same as in the case of perception. There are however two cases where 
the interp etation process can lead to empty bridges: hallucinated utterances and 
mishearings are one case, the other is the case of the speaker saying things he does 
not believe. What we here characterise is the fact that typically communication 
can lead to a switch in the truth conditions of (5)(e.g. Mary tells Susan about her 
purported enemy.). 

(5) Mary believes that she has an enemy and Susan believes that he is 
dangerous. 

These processes fill the set of individual concepts. The occurence of cognitive events 
add individual concepts to the given set of individual concepts. 

Let us first have a look at the set of individual concepts available in a certain 
possible world at a given time. This world has a history in which it has acquired 
new individual concepts. The principle is that either a concept derives from a 
cognitive event or it was there all the time. We can also say something about what 
was there all the time. I already mentioned the rigid intensions of the objects of the 
world. Other concepts that have been always there are necessary objects of belief. 
I take it that for each subject there is one such object: the self, identified by the 
subject as the thing that is having these thoughts and experiences. This is a bridge: 

6The assumption corresponds with the difference between the classical DRT approaches to 
indefinite reference (no uniqueness) and the approaches based on Evans's work. Non-uniqueness 
could be accommodated in principle. 
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it bridges between the subject and what she is in er,ch of her belief alternatives. 

Among the individual concepts that exist with respect to a mind there is a distin­
guished concept that denotes the body of the mind in the actual world and that 
is defined throughout the belief alternatives of that mind. Originally, the belief 
alternatives coincide with all that could be known. The self ranges over all these 
alternatives and realises each possibility as to what it can be. Later as the subject 
acquires empirical information about itself, certain possibilities with respect to who 
it can be are eliminated as are the alternatives themselves. 

The self is what accounts for de se beliefs (Lewis 1979). Adding a property selve(x) 
to the logical representation language offers solutions to the other problems con­
nected with ego-centric beliefs. Reasons of space prevent any further discussion, 
here. 

Normally, the new individual concepts are (in the set-theoretic sense) extensions of 
already existing individual concepts, but the idea that all such new concepts form 
proper extensions is wrong. What happens in a successful communication or in 
a perception guarantees -if we assume uniqueness- that the originating concept 
-restricted to the modal hull of the actual world or to the belief alternatives of 
the sender of the communication - is -when the communication or perception is 
successful- and the interpreting concept are consistent. If there is overlap between 
the domains, the uniqueness assumption guarantees that the concept assumes the 
same values within the overlap. This is however not enough for unique extendibility. 
A simple example may suffice. Assume that on my way home from work, I have 
witnessed a traffic accident . Coming home, I tell my wife about the accident in 
the certain opinion that she will not tell our daughter about this, as she prefers 
to keep our daughter from such harsh realities. Yet, the next day my daughter 
tells me about an accident that happened. I assume that she is speaking of another 
accident, and not that my wife has talked. But my wife has and she is talking about 
the same accident. My concept of the accident is inconsistent with the concept that 
causes it, which contains my concept of the original accident. 

To solve this problem we could make a formal distinction between the actual world 
and between the belief alternatives of each subject. This can be done using the 
selves. Another solution is to switch to a notion of semi-extension with respect to 
a belief subject. A semi-extension with respect to me, can overwrite values for the 
concept in my belief alternatives. As the causing concept will continue to exist, they 
can be recovered. In the example, it holds that there is an accident of which I believe 
conflicting things ( e.g. that my daughter knows about it and that she does not know 
about it) but it is surely wrong to attribute to me an internal inconsistency). I will 
in the sequel, ignore this problem. 

4 Some Refinements 

Let us consider the Hob-Nob-sentence (6). 

(6) Hob believes that a witch poisoned his cow and Nob believes that 
she killed his pig. 

On the hardest interpretation of the sentence there is a rumour in the village about 
a witch and Hob and Nob are parties to that same rumour (due to a conflict they 
never talk with each other). In terms of our model, this means that there are two 
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chains to the originator of the rumour, but not chains such that one extends the 
other_- The sentence is true therefore if there is a chain ( of which neither Hob or 
Nob 1s the endpoint) which can be extended to both the Hob chain and the Nob 
cham. 

We can write this in the following way: 

(7) :3xyz(x <;; y I\ x <;; z/\ 
belief(hob, witch(y) I\ Py) I\ belief(nab, Qy)) 

There are two problems with this representation. First, it seems we have a de 
re-version of an obviously de dicta-sentence. and, second, the sentence has one 
quant1ficat10n and not three. 

Let us start with the second problem, which is less ;erious anyway. We can build into 
the semantics of the belief operator the possibility to extend individual concepts. 
This is easily implemented. 

(8) M,i,g F belief(x,cp) <⇒ :3h('iv E VAR (g(v) <;; h(v)) I\ 'ij E 
bel;(g(x))M,j, h F cp) 
M,i , g F ,belief(x,cp) <⇒ 'ih('iv E VAR g(v) <;; h(v))-, :3j E 
bel;(g(x))M,j,h F ,cp 

Using this semantics we can reduce our representation to (9). 

(9) :3x(belief(hob, witch(x) I\ Px) I\ belief(nab, Qx)) 

The fi_rst problem can be solved by undoing the existential import of the existential 
quant1ficat10n. In order to be able to express existential import , we have an existence 
predicate with the semantics as in (10). 

(10) M,i,g F Ex<⇒ g(x)(i) defined 
M, i, g p= ,Ex<⇒ g(x)(i) is undefined 

The normal existential quantifier representing the "there is" of natural language 
will be now rendered by :3x(Ex I\ ... ). Existential quantification is defined by (11). 

(11) M , i, g F :3xcp <⇒ there is ad E IC; such that M, i, g[d/x] F cp 
M, i, g p= ,:3xcp <⇒ 'id E IC;M, i, g[d/x] F ,cp 

With our E-predicate we can represent the de dicta/ de re-distinction as in (12). 

(12) :3xbelief(y, cp) 
:3x(Ex I\ belief(y,cp)) 

This leads to a simple treatment of the Hob-Nob sentence. 

The final problem we have to face is how to link this representation to syntax. The 
s1mpl_est solution is to call on DRT once more. We need to add the proviso that 
a belief box does not have place for its own discourse referents: they drift away 
to the embeddmg box. We have to distinguish them however from other discourse 
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referents. This can be achieved by making sure that all other discourse referents are 
entered with a condition ensuring their existence. This is superfluous in case the 
expression responsible for their introduction also places a condition in which they 
appear as an argument in the box: the standard semantics for simplex conditions 
lets them entail the existence of all their arguments, e.g. from give(x, y, z) we can 
infer Ex, Ey and Ez. But foreign discourse referents (the ones not also occurring 
in an argument position in a simplex condition in their box) do not need to exist. 
This can sometimes make it necessary to bring in a condition Ex in the other rules 
of the development algorithm. 

Is there something wrong with representing de dicta belief reports as we have? I 
think not, in fact it is completely the reverse: there are serious problems with 
the traditional representation. On the picture I have been developing individual 
concepts also arise when it only appears to the subject that an object causes a 
perception or assertion. The concept will then be restricted to the belief alternatives 
of the subject. In traditional terminology, an internal object is created for which 
there is no external object. The traditional representation of de dicta existential 
sentences completely misrepresents this fact. For a de dicta existential to be true on 
the standard representation, it is sufficient that the non-satisfaction of a predicate 
is not consistent with whatever the subject believes. 

But intuitively this not the same as the subject believing the existential sentence. 
Belief requires that she has noticed the incompatibility of the non-satisfaction of the 
predicate with her other beliefs which on the classical view would be equivalent to 
postulating an object satisfying the predicate. This postulation is a cognitive act, 
comparable to perception and believing an assertion, and it would follow that the 
object must be an individual concept. (On the intuitionist view, it would not even 
be possible to attribute an existential de dicta belief on the basis of the inconsistency 
of the non-satisfiability of the predicate with the subject's other belief.) 

Our account of the emergence of individual concepts faithfully captures these rea­
soning processes: coming to believe in an existential sentence is the creation of 
an individual concept that is minimally defined over the belie( alternatives of the 
subject. 

5 Proper Names 

The treatment of proper names is an important test case in semantical theories of 
belief. Rather than starting from the premiss that a name is an individual term with 
an autonomous meaning - the assumption in most of the philosophical literature-­
I will start from the opposite point of view, namely that names are a special kind 
of anaphoric device, much like anaphoric pronouns. This starting point makes it 
possible to explain some of the properties of names that do not come into the picture 
if we follow the philosophical literature, such as their presuppositional properties 
and the possibility of using the same name for different people in the same context . 
Haas-Spohn's 1994 shows some of the difficulties that are encountered when we start 
from the other premiss. Let me point out in addition t hat the anaphoric theory is 
the only practical option in natural language interfaces for the computer. 

Names and anaphoric devices such as personal pronouns and definite descriptions 
have in common that they are all devices that find a suitable antecedent in the 
common ground and pass the value that they found to the construction at hand. 
Names and pronouns of course differ in the way in which they do this. Personal 
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pronouns search the immediate context of their occurrence for a suitable antecedent 
that matches it in gender and number and that does not directly c-command it , and 
definite descriptions (in their anaphoric use) search the larger context for an object 
that meets the content. In just that way names search in an even wider context for 
an object that is so-called. Names can have a rather permanent status and they 
can well be part of the wider common ground given by the participation in a larger 
culture, but they can also be extremely limited in their appli cability. They can be 
introduced in the context of a game and disappear thereafter or they can be part 
of a logically embedded context, witness such locutions as (13). 

(13) If we call this number n, then let m be n2. 

The behaviour of names can be described by saying that their use presupposes 
the existence of something call ed so and so. Like other presuppositional triggers, 
the presupposition will - in some contexts and only by default- leave its content 
behind in their local context. To be precise, we have to split the presupposition 
in two, one the statemnt introducing the discourse marker and its existence (e.g. 
x I\ Ex), second the condition that that discourse marker is named by the name 
(e.g. name("john",x). The reason for this division is that they have different 
resolution and accommodation properties. The existence presupposition must at 
least be locally accommodated, the name presupposition need not. Further, the 
name presupposition needs to be resolved to some part of the common ground 
(which does not rule out local and intermediate accommodations which are however 
not necessary) and it even holds that it can find its antecedent in contexts which 
are not accessible for e.g. pronoun resolution. These are not unusual properties 
for presupposition triggers. The name presupposition is in respect of obligatory 
resolution and access to inaccessible contexts comparable to t he presupposition of 
the particle too and the existence presupposition (necessary also for the pronoun he 
and for anaphoric definite descriptions) behaves similar to the sorta! presuppositions 
generated by triggers like bachelor. 

The causal theory of names explains how a certain name comes to be the name of 
a person. The fact that the person has the name is exploited by the interpretation 
mechanism to identify the object the speaker is stating something about. 

In this theory names do not have a formal counterpart which is their meaning. 
There is only the contingent relation: x has the name w. But we can enquire 
what sort of meaning we should give to a formal name occurring in situ to obtain 
the same results. What we ask for is an individual constant interpreted by an 
individual concept that denotes in an alternative what the bound variable denotes 
in the current theory. 

Pursuing this line, we find a number of problems which to my mind suffice as an 
argument to abandon the Millian theory of proper names defended by Kaplan. But 
let us first see what is correct about that theory. 

First, it follows that names are directly referential from the fact that both presup­
positions of the name normally end up in the global context. That means that it is 
decided by the world of the global context (the actual world, if we are not reading a 
novel, that also partially determines the context of utterance) who the bearer of the 
name is and not by the worlds that are relevant if the name's context is intensional. 

Second, if we limit ourselves to modal alternatives the name is also rigid. This 
follows from the way we set up the set of individual concepts: we initialised them as 
containing (next to the selves) <•nly concepts rigid on the modal hull of the actual 

734 

world. 

Third the account of the causal theory of reference for proper names is fully con­
sisten~ with what I have said so far. (I am in full agreement with it but to conceive 
differently of how names have a referent does not seem to have much consequences: 
all that is needed that name(x, y) is a contingent relationship). 

So I think the present theory endorses all the predictions of the classical account on 
names. But it does not give up at points where the classical theory fails to predict 
or gives the wrong predictions. 

I already mentioned the marginal cases where the name is locally introduced in a 
subordinate context. Here we get failure of direct reference and rigidity. Standard 
presuppositional examples can be adapted to construct cases where the resolution 
is local and other alternatives are involved, as in (14). 

(14) Bill believes that one of your colleagues is called "Tom" and he 
believes that Tom is a spy. 
It is possible that there is a person called "Tom" and that Tom is 
a spy. 

Tom is here neither directly referential nor rigid. In the first example, it is Bill 's 
belief alternatives that determine who Tom is and, following our earlier considera­
tions, and it is plausible that Bill does not know have a particular colleague in mind. 
In the second case, it is the value of Tom with respect to a modal alternative that 
determines the referent of the unquoted occurrence of Tom in that same alternative. 
It is also fully consistent with Tom actuall y being somebody else. 

There is also failure of the causal theory. 

(15) Bill believes that that man there is called Tom and that Tom is a 
spy. 

If we assume Bill is wrong nobody baptised that man "Tom". Yet the second 
occurrence of "Tom" refers to him. Of course, in the belief alternatives of Bill, 
there must be baptisements but they cannot cause reference in the actual world. 
The classical theory also fails to account for legitimate occurrences of names without 
a reference, such as (16) 

(16) Odysseus worshipped Zeus 

or (17) 

(17) John believes Vulcan is covered with craters. 

which are easil y treated in the present theory. Most disastrous are however the 
cases of Pierre and Paderewski. 

(18) Pierre believes London is ugly and Landres is pretty. 

As London and Landres are faithful translations of each other they should count 
as the same name. I.e., even in Pierre's belief alternatives they have to refer to the 
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action. Our action is grounded in what we think the world is like. This notion of 
information only constrains our actions and cannot explain action or the motives 
for actions. The second notion takes the information together with the set of in­
ternal objects (the individual concepts restricted to the set of belief alternatives of 
the subject of the information). This is a finer notion and can be equated with 
the DRS notion of information. (Heim's slogan: a proposition is a set of possible 
world plus a set of discourse referents). This information explains motives for ac­
tions. Finally, we have situated information: the possible worlds with the bridges 
and chains. This information explains action in te world as it presents the subject 
related to the objects in the world. 

One of the intersting aspect of the present theory is that it, as far as I know for 
the first time, gives a direct interpretation of discourse referents. They are neither 
psychological objects or "theoretical" objects, but they are normal semantic entities. 
There is no need for revision of first order logic or for representationalism in order to 
give an adequate interpretation to this central notion in current semantic theories. 

The tradition which stands behind the existence of a name in the language commu­
nity has been called a causal-intentional net. We can recover this notion within the 
present theory. Such a net is nothing else but the set of individual concepts of the 
actual world which are associated with the name. That is, they have the property 
of denoting in all elements of the diagonal over which they are defined an individual 
that is so-called and the further property that they denote the bearer of the name 
in the actual world. Such sets are nets, as numerous of the individual concepts cross 
each other. 

The theory leads the way to a new conception of intensional semantics, where we 
have, roughly speaking, classical semantics in the centre, on the actual world and its 
modal hull, categorial meaning postulates, characterising the form of the meaning 
of words, over the whole model and a theory of contextual interpr~tation covering 
the connection between the two. But the model is not committed to this classicism. 
It is full:i) to consistent to assume that the use of certain or even all words does 
not go back to successful baptisements, which have successfully individuated in the 
actual world objects, properties and relations. We would so make contact with the 
more sceptical traditions about meaning, such as Wittgenstein or deconstructivism. 
At the same time however, we have a model for constructing truth. We can after 
all rebaptise and fix meanings as we require. 
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Appendix 

The following is an attempt at sketching a formal system for the theory described in 
the paper. It comes with no warranty and does not deal with extending individual 
concepts. Its sole purpose is to facilitate comparison. 

The language has no individual constants, a modal operator, an existence predi­
cate and a two-place predicate belief taking an individual term and a formula as 
arguments . 

Models are of the form M =< U, W, nee, bel, IC, E,1 >, where U is a set of objects, 
W is a set of worlds, bel assigns to a world i and an individual u a set of worlds 
nee maps worlds to the set of worlds modally accessible to them, IC gives these~ 
of individual concepts in a world, E assigns to a world the set of objects existing in 
that world. 

There are some connections between these: 

If< U1, ... , Un >E I(P)(i) then Uj EE; for 1::::; j:::; n. 

IC; contains all constant functions mapping nee; to E;. 

g is correct for i iff Vx E VAR g(x) E IC;, 

g extends h iffVv EV AR if h(v) is defined then h(v) <:;: g(v) and if h(v) is undefined, 
then g(v) is undefined. 

M, i, g F Px1 ... Xn ⇒ g(xi)(i) is defined for 1 ::::; j:::; n and 
< g(x1)(i), ... ,g(xn)(i) >E M(P)(i) 
M,i,g F ~Px1 .. . Xn ⇒ g(xj)(i) is defined for 1::::; j:::; n and 
< g(x1)(i), ... , g(xn)(i) >fi M(P)(i) 
M, i, g F <p I\ 1/; ⇒ M , i, g F r.p and M, i, g F 1/; • 
M, i, g F ~( r.p I\ 1/;) ⇒ M, i, g F ~r.p or M , i, g F ~1/; 
M,i,g Fh ~r.p {cc} M,i,g F r.p • 
M ,i,g F ::Jxcp ⇒ there is ad E IC; such that M,i ,g[d/x] F cp 
M,i,g F ~::Jxcp ⇒ for all d E IC; M,i,g[d/x] F ~cp 
M,i,g F D<p ⇒ for all j E Nee;M,j , g F <p 

M,i,g F ~□cp {cc} there is a j E Nee;M,j,g F ~<p 

M! i, g F belief(x , r.p) ⇒ there is an assignment h correct for i and extending g such 
that for all j E bel;(g(x)) M,j, h F <p 

M , i, g F ~belief (x, <p) ⇒for no assignment h correct for i and extending g there is 
a j E bel;(g(x)) such that M,j,h F <p 
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