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Preface
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the Institute for Logic, Language and Computation (ILLC) of the University of
Amsterdam.

These proceedings contain the abstracts of all papers to be presented at the
colloquium. The copyright resides with the individual authors.
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Optimality Theory and Natural Language
Interpretation

Reinhard Blutner
Humboldt University & ZAS, Berlin

Optimality Theory as developed by Prince, Smolensky and others has been
fruitfully applied to phonology, morphology, and syntax. The attempt to apply
the ideas developed in these fields to the semantics/pragmatics interface ne-
cessitates the conception of a bidirectional OT. The main reason for assuming
the idea of bidirectionality (combining expressive and interpretive optimiza-
tion) derives from a number of phenomena which, on the one hand, demand
the treatment of preferred interpretations, and, on the other hand, suggest to
take into account the existence of blocking effects. In this talk, some general
motivation for the idea of bidirectionality is presented, the importance of this
idea for the field of pragmatics (conversational implicature) is investigated,
and some applications of bidirectional OT are outlined.

A central discussion point concerns the distinction between two different
conceptions of bidirection. Strong bidirection is the simultaneous realization
of expressive and interpretive optimization. Weak bidirection, on the other
hand, describes a more sensible interaction of the two modes of optimization -
one that realizes Horn’s division of pragmatic labor: (un)marked expressions
typically get an (un)marked interpretation). It is argued that strong bidirec-
tion describes the state of language after the OT learning algorithm has fully
realized the equilibrium between expressive and interpretive optimization. The
notion accounts for both unacceptability and ineffability, it is computationally
tractable (to the same extent as the unidirectional optimizations are), and it
is able to deal with aspects of online processing. Weak bidirection, on the
other hand, should best be considered as a principle describing the direction
of language change (super-optimal pairs are tentatively realized in language
change). In order to install this idea, recent work by Robert van Rooy may
be helpful adopting an evolutionary setting. Finally, I consider it an exciting
challenge for bidirectional OT to make the term ‘grammaticalization’ more
precise (discussing Hyman’s proposal to apply the term for ”the harnessing of

pragmatics by a grammar”).




A Unified theory of referential NPs

Gennaro Chierchig,

i Dynamic Syntax: the Growth of Logical Form
Milan

Ruth Kempson
King’s College London

1 ruth.kempson @kcl.ac.uk

Given widespread recognition of the importance of context-dependence in natural
language interpretation, there is tension between the avoidance of any reference
to the dynamics of natural language processing in syntactic formalisms and the
modelling of such dynamics in semantics. I shall argue that this tension can be re-
solved by adopting a representationalist input-system perspective on interpretation
(broadly following assumptions of Fodor 1981, Sperber and Wilson 1986/1995),
and that a model of the process of building up interpretation on a left-right basis
from a sequence of words can be shown to be a sufficient vehicle for express-
ing syntactic generalisations. The proposed framework is the Dynamic Syntax
framework (DS, Kempson et al 2001): the particular case study is the interac-
tion between long-distance dependency and anaphoric processes in relative clause
construal. The result, I shall argue, is a new concept of grammar formalism in
which the dynamics of language processing is central, and the only level of struc-
ture posited is the construction of logical forms representing content as assigned
in context. I conclude by reflecting on the new research questions which this shift
in perspective opens up.

The sequence of arguments is as follows. First I show how, given the DS as-
sumption that NL parsing involves a monotonic left-to-right process of building up
logical forms representing interpretation with logical forms represented as trees,
the construal of long-distance dependency and resolution of anaphora can both be
characterised in terms of tree growth. (Trees are defined using the modal logic
of finite trees, LOFT, Blackburn and Meyerviol 1994.) On the one hand, “left-
dislocated” expressions are taken to project a term whose role in building up the
logical form is underspecified when introduced into the emergent tree and is estab-
lished subsequently in the construction process. On the other hand, pronouns are
defined to involve the lexical projection of a metavariable as decoration of some
node in a tree, for which a pragmatic process of substitution of some contextually
provided value yields a fixed term. Such trees may be projected in tandem, with 1
one partial tree providing the context for the subsequent construction of a second |
partial tree, a process which is defined as the basis for incrementally building up
relative clause construal. By definition, sequences of words are defined to be well-
formed iff at least one logical form can be established from the words in sequence,




with no requirements on tree growth as introduced in the construction process left
outstanding.

Having set out the basic framework, I show how the interaction of these pro-
cesses can be straightforwardly modelled, with resumptive use of pronouns emerg-
ing as epiphenomenal, an immediate consequence of the interaction of processes
of tree growth and the interpretation of anaphoric expressions in the provided con-
text. '

I then show how quantifier construal can be expressed in terms of the same
left-to-right dynamics, with quantifying expressions taken to project incomplete

variable-binding term operators whose specifications and any accompanying scope

constraints are collected incrementally providing input to globally defined rules
of evaluation. Amongst these are indefinites, which project incomplete epsilon
terms. Finally, I take the parsing processes for relative clauses, anaphora and
quantified expressions together, and show how they combine to provide the basis
for an integrated typology of relative clause constructions according to different
possible forms of interaction between anaphoric and other tree growth processes.

In the light of these preliminary results, I close by reflecting on new research
questions opened up by this dynamic representationalist perspective. The question
of the last decades, ‘Do we need a level of semantic representation in NL grammar
formalisms in addition to any syntactically motivated level(s) of representation to
express semantic generalisations about natural language?’ (addressed by Kamp
and Reyle 1993 and many others), is, I suggest, to be replaced by the question ‘Do
we need any level other than that of semantic representation in NL grammar for-
malisms to express syntactic generalisations about natural language?’. Answering
this leads to the more general question “What does it mean to know a language,
given a perspective in which parsing is taken as basic?’

References
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Indeterminate Pronouns
Angelika Kratzer
University of Massachusetts at Amherst

m ‘indeterminate pronoun’ is commonly used by scholars of Japanese to refer
he ter

;FO the following class of pronouns:

1) dare ‘who' doko ‘where

nani ‘what’ itu ‘WE(;,?
€, . ? W

e ‘which (one) naze ‘'why

e doo ‘how

dono ‘which’(Det)

sociated with, indeterminate phrases in

ding on the operator they are as : : . .
Deperrllese gtake on existential, universal, interrogative, negative, negative Pc?larl'tcy,
Jar;fee choice interpretations. The Japanese situation has pushed semanticists to
or

look for a unified account of those different uses. Most rec‘eryltly, J unkc.> Shlmoyan.la
i oposed part of such an account by extending Hamblin’s alternative se'mar'ltllcs
?oisq[:egcions to universally quantified sentences in Japanese!. The mglst Su?:;;g;gs
result of her analysis is that it automatically accounts for the apparently an

scope properties of indeterminate phrases:

- ku nemutta.
Dono hon-o  yonda] kodomo]-mo yo
A [Whichvbook—Acc read  child MO well ’slept
‘For every book X, the child who read x slept well.

(Shimoyama 2001)

(3) Taro-wa [ [ dare-ga @ katta ] mochi]-o tabemasita ka?

i ke-Acc ate Q
Tar-To who-nom bought rice ca ,
‘Who ispthe « such that Taro ate race cakes that x bought?

(Shimoyama 2001)

amework of assumptions, Martin Haspelmath

shows in his typological survey of indefinite pronouns, tlr'lat ‘inc.letﬁrrm}r{lztr:i
ronouns’ in the Japanese sense constitute a unified class cross-.hngmst%ca y.t e
fs an arbitrary example picked from Haspelmath 1996, displaying the inventory

s : 2.
indeterminate pronouns in Latvian®:

Working within a very different fr

ns in Japanese. UMass Dissertation.

pelmath, Martin (1996): Indefinite

L Shimoyama, Junko (2001): Wh-Constructio
2, Haspelmath, p. 277, diacritics omittgd. Has

Pronouns. Oxford (Oxford University Press).




Interr. kaut- ne- jeb-
person kas kaut kas, kads | ne-viens jeb-kads
thing kas kaut kas ne-kas jeb-Kas -
place kur kaut kur ne-kur jeb-kur
time kad kaut kad ne-kad jeb-kad
manner ka kaut ka ne-ka
determiner kads, kurs | kaut kads - | ne-kads jeb-kads, jeb-

The kaut- series has existentials that have specific and non-specific uses and can
also occur in conditionals and questions. The ne-series appears under the direct
scope of negation, and the jeb-series is found in indirect negation contexts, in
comparatives, and also with a free choice interpretation.

If indeterminate phrases are a natural class cross-linguistically, the question arises
what it is that makes Japanese quantifier constructions and questions look so
different from the well-known quantifier constructions and questions in Indo-
European languages. In my talk, I will make an initial and very tentative attempt
towards answering this question by looking at some understudied uses of
indeterminate pronouns in German from the point of view of Shimoyama’s analysis
of indeterminate phrases in Japanese. One class of examples I might examine has
apparent wide-scope uses of jeder”: ’

(4)  Die Blumen, die jeder jedem damals schenkte,
The flowers that everybody everybody-dat. then  gave

sind langst verwelkt.

are long faded.

‘The flowers that everybody gave to everybody at the time have long since
faded.’

A second class of examples is constructed around the indefinite pronoun ‘irgendein’,
which has external (epistemic) and internal ‘free choice’ (?) uses, as illustrated in

(5):

(5) Sie hat an irgendeine Tir geklopft.
She has at some or other door knocked.
‘She knocked on some door or other- the speaker doesn’t know or doesn’t care
about which door it was.’
‘She knocked on some door or other -she didn’t care about which one it was.’

I will explore the possibility that a Hamblin-style alternative semantics might be
appropriate for wide-scope ‘jeder’ and ‘irgendein’, and possibly for the whole class of
indeterminate phrases.

I ——
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Coevolution of Languages and the Language Faculty

Ted Briscoe
Cpmputer Laboratory
University of Cambridge

Human language acquisition, and in particular the acquisition of grammar
is a partially-canalized, strongly-biased but robust and efficient procedure A’
-Varietty lof explanatior{s have been offered for the emergence of a partiaily—
mmnate language acquisition device i
(Gould, 1987), biological saltation ((LAD), Tt e it
(Pinker and Bloom, 1990). But none provide a coherent account of both the
emergence and maintenance of a LAD in an evolving population of language
users exposed to a variety of linguistic systems during the period of adaptatic;gn
for the LAD. T will argue that a coevolutionary approach is the onl coherent
account, and that computational simulation suggests that genetic as);irhilat?;ln
f)f g'rammatical information will occur despite epistasis and pleitropy and even
n circumstances of rapid concurrent linguistic evolution (pace Deacon, 1997)

Bickerton, 1990) or genetic assimilation

In, On, Over and Between: Toward a functional
geometry of spatial prepositions

Simon Garrod
University of Glasgow

Locative expressions are few in number but allow for a wide range of uses
(Landau Jackendoff, 1993). This discrepancy between the small number of ap-
parently simple spatial distinctions being made in language and the frequency
and variety of uses to which locative expressions are put presents a challenge
for semantic analysis. In particular, it makes it difficult to give a straightfor-
ward geometric definition for any of these expressions (Garrod Sanford,?89;
Herskovits, 786; Vandeloise, 791).

The talk describes a series of experiments to show how locatives such as
IN, ON, and BETWEEN denote location control relations defined in terms of
a functional geometry(Garrod Sanford, 789; Garrod, Ferrier and Campbell,?
99). Such relations capture the way in which objects are seen to control each
other?s location by virtue of their spatial arrangement. For example, there is a,

control relation, which we refer to as fcontainment, by which the ground (i.e., -

a container) is seen to control the location of the figure (i.e., its content) by
virtue of some degree of geometric enclosure. The first series of experiments I
will discuss relate to the prepositions IN and ON. They show two things: (1)
Confidence in descriptions containing IN and ON relate directly to judgements
of the degree to which the ground controls the location of the figure, and, (2)
Introducing dynamic information into scenes affects use of descriptions con-
taining IN: Dynamic information consistent with location control of the figure
by the ground enhances confidence in IN descriptions for scenes portraying
equivalent geometric configurations; By contrast, inconsistent dynamic infor-
mation reduces confidence in IN descriptions. The other experiment relates
to the preposition BETWEEN. Here the control relation is more complicated.
If X is BETWEEN Y and Z, then X is seen either to keep Y and Z separate
or conversely to hold Y and Z together. This experiment tests the fconnec-
tion control relation. Scenes portraying the same geometric configuration of
three objects are manipulated to include an alternative connector. Using the
rationale behind Garrod et al.s? (799) Expt. 2 the prediction is that the
presence of an alternative separator should reduce confidence in BETWEEN
descriptions. The results supported the prediction for two levels of alternative
control analogous to Garrod et al.? (?99) findings with the preposition ON
and alternative sources of support.

I will discuss the results of these studies in relation to a functional geomet-
ric account for the semantic representation of these locatives. The account has
the virtue of offering a simple quasi-geometric definition of the prepositions



that can accommodate the wide range of spatial situations to which they can
apply. It is also consistent with recent accounts of the perception of complex
spatial relations in terms of the so-called ?7what?? and ?where?? systems (Lan-

dau Jackendoff, 1993) and with some accounts of physical imagery (Schwartz,
1999).

References:

e Garrod, S.C. & Sanford, A.J. (1989). Discourse models as interfaces

between language and the spatial world. Journal of Semantics, 6, 147-
160.

e Garrod, S., Ferrier, G. & Campbell, S. (1999) In and On: Investigating
the functional geometry of spatial prepositions. Cognition, 72, 167-189.

e Herskovits, A. (1986). Language and Spatial Cognition. Cambridge:
Cambridge University Press.

e Landau, B. & Jackendoff, R. (1993). "What” and ”where” in spatial

language and cognition. Behavioural and Brain Sciences, 16(2), 217-
265.

e Schwartz, D.L. (1999) Physical imagery: Kinematic versus dynamic
models. Cognitive Psychology,38, 433-464.

e Vandeloise, C. (1991). Spatial Prepositions: A Case Study from French.

Translated by Bosch, A.R.K. Chicago/London: The University of Chicago
Press.
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The Emergence of Metacommunicative Meaning

Jonathan Ginzburg

The issue of how human language evolved is commonly taken to reduce to
the issue of how *grammar* has evolved. *Grammar* is. 1faken to be, .essen-
tially, a disembodied system of expressions with a composn;.lonal semantics. .In
this talk I will argue for the need to consider a somewhat different perspective
on evolution and ontogeny, one where grammar is taken to b.e a system of
types of spatio-temporally located speech eventé, embedded within a syster'n
of information states of interacting agents. I will adduce a nl.lm.ber of moti-
vations for this: first, certain semantic phenomena c.halracterlstlc of mature
adult linguistic competence can only be describe.d w1t}.11n the latter type of
approach. A striking example of this are the read1ng§ dlsPlayed by fragments
used to acknowledge understanding or request clarlﬁca'tlon of an utteran(?e
made by a previous interlocuter. These constitute. an 1nstan_ce of semantic
complexity that arises without concomitant syn?act.lc c.omplem.ty. Second, by
considering language as a property of a communicative 1nte.ract'xon system one
can distinguish between the contingently existing commum_catlve §ystem f)f a
given species of agents and the potential competence 9f this species. ’Fhls is
clearly true for human neonates, but is also relevant .w1th respect to ev1deﬁ1(fe
of (limited) language learning among primates. Third, such an approach is

required in order to account for some fundamental characteristics of how cer-

tain metacommunicative meaning actually emerges, for instance the ubiquity

" of partial repetition by novices of competent speakers’ utterances.

11



MODULE INTERACTION, LANGUAGE ORIGINS, LANGUAGE
DIVERSITY

Pieter Muysken, Katholieke Universiteit Nijmegen
postbus 9103, 6500 HD Nijmegen
email: p.muysken@let.kun.nl

approaches to language, particularly those within the structuralist and
generative traditions, is that they have tended to view the language capacity

gradualist perspective of language evolution that is required if we bring the
origin of language in line with the genesis of other human capacities, both
cognitive and more generally neurological.

A more promising approach takes the modular organization of the
language capacity as its starting point. In human language, (at least) four
essentially different modules intersect: (a) the structure-building and -
processing capacity (syntax), (b) the sign forming and using capacity
(semiotics), (c) the capacity to engage in sustained exchange of

information (interaction), and (d) the capacity to form complex

representations of information (cognition). This claim of four different
interacting modules remains em

pty unless we manage to isolate the
formal properties of these modules, These include:

a. syntax: endocentricity, *movement'

b. semiotics: distinctiveness, transparency, elementarity, analogy

C! interaction:sequentiality, cohesion

d. cognition: embeddedness, recursion, opposition, displacement

Only the first module is specific to language. The other thre
a role in many different aspects of human behaviour.

A. Two crucial features of language are part of the module of syntax.
These are not found outside of language: endocentricity plays a role in
sentence grammar (through X-bar theory), in word formation
(headedness), and in phonology (e.g. in syllable structure). The property
sometimes confusingly labelled displacement (by Chomsky) | will term
‘movement' here (without any of the derivational claims often associated
with this term): the fact that in language elements do not always appear in

the place in the sequence where they are interpreted (Where do you live <
you live what place). :

B. The module of semiotics contribut
language; these principles or properti
linguistic semiotic systems. T
lexical elements must be su

e modules play

€s a number of properties to

es are however also found in non-
he first principle is that of distinctiveness:
fficiently distinctive to contrast with other

12

elements. A second principle is transparency: new Iex.ical e_lerpents ideally
are transparently derived from existing elements‘. A third prmqple,l
elementarity, refers to the requirement that a I_exncal element |d_eal y "
functions as a coherent whole, as an atom which can be cqmblped wi
other elements. This principle is often referre@ to as the lexical lntegnt)t;
principle. Fourth, the principle of analogy, wh!ch_causes new formsdto e
built parallel to already existing forms. The.pnnc!p!e of analogy produces
lexical subsystems characterized by paradlgmatlmty. _ y

C. The human interaction capacities contnbute.several crucial properties
to language. However, these are alsq found’outSIde of Iangugge. .
Sequentiality is a central property of mtgragﬂon, bo'th |l!’lgUISth and norc;-
linguistic. Through a sequential patterning information is struc:tjutr)e an
made processable. Furthermore, these sequences are marke ); .
cohesion in the way elements are linked: ln.tera.ctlon §ystems.con ?ln 2
number of cross-referencing devices to maintain the information structu

he sequence. .

tl;].r?:?r?:llc;‘ft;ropert?es of our general cognition play a centre;]l. rctalle in
language as well: first, there is embeddedness, through yvt ic c'n;]?eramh |
cognitive unit is part of another one, aqd structures with in .err:jab y
emerge. Specifically the embedded units can be characterlzde ! 0y .
recursion, through which units of the same time can embedded in o ©
another. Our cognitive systems function in terms of coptra_sts or opp °
between different feature specifications. Flpally, tr)ere is dlsplacemen :
cognitive structures exist independently of |mmfad|ate e);perflentce. o

What we now consider to be the set of the unique de_zmgn ea ursstween
human language actually is the I’eSL-ll.t of the complex mteracthnt_ e ‘
properties of entirely separate cogmtlvg modules: syntax, s%r]ntlﬁ ics, |
interaction, cognition. In human evolution these modules wi h their |
properties developed independently from one another, allowing a
gradualist account.

This modular view of the language system has. ano'ther cruqal property: it
allows us to account for the fact of Iangua'ge dlve_rS|t){. Why is theret'
diversity at all, and what are its Iimits? Thls question is less mterqs mﬁich
perhaps in a purely culturalist or semiotic app.rc.)ach to language, in wi
there is no claim made for a biologically conditioned humqn Ianguagetive
capacity. However, when we view language from a blolc'>g|cal perspective,
the diversity encountered is a bit of a mystery. Why don't hum?ndo7
languages resemble each other much more than they a\ppece;'rff (o] t'
Diversity can emerge because there are dlffergnt ways the di ;;;en es
processing systems involved in Ianguage can interact. These differe
result from their different formal properties. Differences .betw.eenth r
languages are due to differential access to features defined in OI' etion'
modules. | will focus here on one subtheo!'y, that of grammatlc: iza ) :
semiotic, cognitive or interactional properties and opposntlons _ ?c;)r;r:: >
“visible' to syntactic operations through fgature shanng_a.t t.he mfcjer turés
The relevant metalanguage involves notl.ons'sugh as wsrblllty of fea ,
compatibility of representations, and o.ptlmal.lzat/on of matchmfg. -

| will illustrate this account by briefly discussing phenomena of no
classification in some Amazonian languages.
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L Some Uses of Games in Logic x

Rohit Parikh
5 CUNY, New York f
|

We will survey some uses of games to understand propositional and first
order logics. The topics will include Ehrenfeucht-Fraisse games, D-structures,
and Ehrenfeucht’s *-semantics as well as IF-logic and the more recent Fl-logics
(where FI stands for ‘finite information’.) 1

D-structures generalize the games used in conventional first order logic and
can be used to explain classical as well as *-semantics. Most of this work is
old, done jointly with Mayberry, de Jongh and Goodman. But it suddenly
has contemporary relevance.

FI-logics similarly are a variant of the IF-logics studied by Hintikka and
Sandu as well as Hodges, Janssen and Vaananen, but seem to correspond to
procedures occuring in ordinary life and possess both the finite model property
and decidability.

Games in Language and Logic
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Models for Games
Robert Stalnaker

Game theory provides a conceptual laboratory at just the right level of
abstraction for clarifying the relationships between a range of modal, temporal,
causal and epistemic concepts. Possible worlds semantics provides the right
framework for charting those relationships. In this survey talk, I will discuss
how semantic models of games can be used to bring out the epistemic and
causal assumptions underlying different solution concepts for games, and to
clarify some patterns of strategic reasoning. Specifically T will consider how
assumptions of both theorists and players in a game about belief revision
?bout the relat.tion betyveen knowledge and belief, and about counterfa,ctual,
independence interact in determining the rational outcome of a game.

The role of salience in the emergence of signalling
conventions

Robert Sugden

In Convention, David Lewis argues that languages can be understood as
conventions. His argument works by showing that conventions by which par-
ticular signs indicate particular meanings can emerge as equilibrium solutions
to signalling games (a sub-class of coordination games), and by arguing that
such conventions are rudimentary languages. A possible criticism of this argu-
ment is that Lewis’s theory assumes that the players of signalling games share
common conceptions of salience; if the existence of such common conceptions
depends on the prior existence of a language community, Lewis has not ex-
plained language from outside’. In Evolution of the Social Contract, Brian
Skyrms claims to resolve this problem by reconstructing Lewis’s model in a
way that dispenses with salience; conventions evolve within a population of in-
ductive learners by the amplication of initially random variations. I argue that
Skyrms fails to take account of the problem that led Lewis to invoke salience:
the unlimited number of potential signals. If there is an infinity of conceivable
regularities in experience, inductive learning requires the prior privileging of
a small number of these regularities as ones that, if observed, would count
as patterns and not as random noise. Thus, inductive learning depends on a
form of salience. However, the common conceptions of salience necessary for
the emergence of signalling conventions do not require the prior existence of a
language community.
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Pragmatics for Propositional Attitudes
Maria Alon:

Background and Motivations

Propositional attitude reports are analyzed in the framework of modal predicate
logic (see [4]). Consider the following classical example from Quine which illustrates
a difficulty arising for the standard version of this logic:

(1) a. Philip believes that Cicero denounced Catiline.
b. Philip does not believe that Tully denounced Catiline.
c. Philip believes that x denounced Catiline.

Suppose sentences (la) and (1b) are true. What is the truth value of (1c) under
the assignment that maps = to the individual which is Cicero and Tully? As Quine
observes, our ordinary notion of belief seems to require that although (1c) holds
when z is specified in one way, namely as Cicero, it may yet fail when the same z
is specified in some other way, namely as Tully. Classical modal predicate logic, in
which variables are taken to range over plain individuals, fails to account for this
ordinary sense of belief.

In a possible world semantics, these ‘ways of specifying objects’ can be charac-
terized by means of the notion of an (individual) concept, i.e. a function from the
set of worlds to the set of individuals. Many authors have observed that if we let
variables range over concepts rather than plain individuals, we manage to account
for Quine’s intuition about example (1).! An obvious problem arises though if we
let variables range over all concepts. The following classical example due to Kaplan
illustrates why. Suppose Ralph believes there are spies, but does not believe of
anyone that (s)he is a spy. Believing that spies differ in height, Ralph believes that
one among them is shortest. Ortcutt happens to be the shortest spy. The de re
readings represented in (2b) and (3b) of the following belief reports are deviant in
this situation.

(2) a. Ralph believes that someone is a spy.
b. 3z0S(z)

(3) a. Ralph believes that Ortcutt is a spy.
b. 3z(z = o AOS(z))

But, if we let variables range over all concepts — among them the concept the shortest
spy —, (2b) and (3b) are wrongly predicted to be true.

Not all concepts seem to be suitable to serve as a value for a variable. If we
want to solve Kaplan’s problem without automatically regenerating Quine’s double
vision difficulties we must somehow select the set of suitable ones. This is Quine’s
and Kaplan’s diagnosis of these cases. The latter, in an influential analysis, has
proposed a concrete characterization of the notion of a suitable representation with
respect to a specific subject and an object. The following example due to Andrea
Bonomi shows that a solution of this kind which attempts to characterize the set
of suitable concepts as a function of the mental state of the subject disregarding
the circumstances of the utterance is condemned to failure. Consider the following
situation. Swann knows that his wife Odette has a lover, but he has no idea who
his rival is. He knows that this person is going to meet Odette the following day

1Other non-classical views on trans-world identification, for example Lewis’s counterpart theory,
might be adopted to solve this problem (see [1] for comparison). Also these alternative analyses
would be in need of the pragmatic theory I present in this article.
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at the Opera. He decides to kill him there, and he tells his plan to a friend, Theo.
Odette’s lover is Forcheville, the chief of the army, and Theo is a member of the
staff which must protect him. During a meeting of this staff, Theo (who knows all
the relevant details) says (4). A murder is avoided.

(4) Swann believes that Forcheville is going to the Opera tomorrow and wants to
kill him there.

Consider now sentence (5) uttered by Theo in the same situation.
(5) Swann believes that Forcheville is Odette’s lover.

Sentence (5) strikes us as quite out of place. While (4) is acceptable, (5) would be
deviant in this situation. On their de dicto readings the two sentences are false for
obvious reasons. On their de re reading they are true only if the concept Odette’s
lover counts as a suitable representation for Swann of Forcheville. So if we follow
Kaplan’s strategy we are faced with a dilemma: if in order to explain the inadequacy
of (5), we rule out the concept ‘Odette’s lover’, we are unable to account for the
intuitive acceptability of (4). A natural way out of this impasse would be to accept
that one and the same representation can be suitable on one occasion and not on
another. Many authors (Crimmins & Perry, vFraassen, Stalnaker, vRooy, etc) have
observed the crucial role played by contezt in the selection of the set of suitable
representations. Not much however has been said about how context operates such
selection. This is the topic of the present article. First it makes formally precise
how contextual information contributes to our evaluation of propositional attitude
reports. Second it investigates the question how one arrives to select the intended
meaning in actual interpretations of these constructions in a given context.

Proposal

The proposed analysis takes variables to range over sets of separated concepts. Two
concepts are separated if their values never coincide. Different sets of concepts can
be selected on different occasions. Although variables always range over the same
sort of individuals, these may be differently identified. This style of quantification
is adopted in modal predicate logic (see [1] for a sound and complete axiomatization
of the obtained semantics). De re attitude reports are analyzed as quantified modal
sentences 3, 0¢(z,) which receive the standard interpretation with the only ex-
ception that z,, is taken to range over the set of concepts pragmatically selected as
value for n, rather than over the domain of individuals. In this way the interpreta-
tion of these sentences may vary relative to the conceptualization of the universe of
discourse which is contextually operative.

The question arise how addressees arrive to select the intended domain of quan-
tification while interpreting these constructions in a given context. In what follows,
we will address this question in the framework of O(ptimality) T(heory).

Optimal Theoretic Interpretation In OT semantics, interpretation is ruled by
a relatively small number of violable principles ranked according to their relative
strength (see [5]). These soft constraints help us in selecting a set of optimal
candidates from a larger set.? The aim is the formulation of these constraints and
their ranking in such a way that the actual interpretation of a sentence in a context
is the optimal interpretation according to these constraints.

I propose the following constraints as the principles that guide our interpreta-
tions of quantified (modal) sentences in a context:

2In OT a certain candidate can be optimal even if it violates a constraint provided all alter-
native candidates lead to more severe constraint violations. A single violation of a higher ranked
constraint counts as more severe than many violations of lower ranked constraints.
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ANCHOR (vFraassen, Stalnaker, Zeevat, others) Interpretation should be anchored to
the context.

" CONV MAXIMS (Grice)

BE CONSISTENT (Stalnaker, vdSandt, Zeevat)
BE INFORMATIVE
BE RELEVANT (Horn, vRooy)

*gHIFT (Williams, Hoop & Hendriks) Do not shift domain of quantification.
* ACC (vdSandt, Blutner, Zeevat) Do not accommodate.

ANCH, CONV MAX > *SHIFT, *ACC

In what follow 1 will show that by means of these principles, which are not new
and find independent ‘motivation in the literature, we can explai-n the examp%es of
de re belief 1 have discussed in the previous section. I will s‘tart by assuming a
one-dimensional notion of optimality in which the set of candldate.s are.potent.lal
meanings of a single syntactic form (see [5]). Meanings are here identified with
subsets of the relevant alternatives (worlds or other) given by the conFext._

We start with the double vision example in (1). We have two posmb'Ie interpre-
tations for Quine’s question Does Philip believe that T, clienounced Catiline? Either
(i) concept Cicero is in n or (ii) concept Tully.? Only in th.e first case, yes v&{ould
truly answer the question. Our principles do not select a unique optlma} candidate
in this case, and this explains the never ending puzzling effect of Quine’s example.
If (1a) alone had been mentioned, or (1b), then our prin.ciples woulid have selected
possibility (i) or (i) respectively, since the alternative interpretation would have
violated ANCHOR or *ACC. 5

Let us turn now to Kaplan’s problem of the shortest spy. Assun}e that the
common ground contains the following information: Ralph does not believe anyone
to be a spy, Ortcutt is the shortest spy and Ralph would assent to the sentence
‘Ortcutt is thin’. Consider the following sentences:

(6) Ralph believes that Ortcutt is a spy-

(7) Ralph believes that Ortcutt is fat.
Each of these two sentences has two possible meanings in the described situation
represented in (a) and (b):

(a) Og(ortcutt) (de dicto) equivalent to
Az[O¢(z)](ortcutt) (de re - identification by name)

(b) Az[O¢(z)](the shortest spy) (de re - identification by description)

Interpretation (a) can be paraphrased as Ralph would assent to. ‘Ortcutt is ? spy/fat’,
interpretation (b) as Ralph would assent to ‘the shortest spy is a spy/fat’.

The following diagrams summarize our OT-analysis of these tW.O examples.. 1
use (*) to indicate that the interpretation violates the co1.rrespond1ng const‘ralnt,
and !(*).to indicate a crucial violation. Optimal interpretations are those which do

not involve any crucial violation.

(6) | INF, CONS | *SH (7) | INF, CONS | *SH
(a) *) (a) (") -
® 1 *) '*) (b) *)

3Not, both because the two concepts are not separated.
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Interpretation (a) is correctly predicted to be optimal for sentence (6). Although
it violates one constraint, namely BE CONSISTENT, the alternative candidate
leads to more severe constraint violations. Indeed, content (b) violates BE INFOR-
MATIVE - the sentence would be trivialized —, and the weaker principle *SHIFT -
our description of the context suggests as active a domain which does not contain
the problematic concept. Since BE CONSISTENT and BE INFORMATIVE are
assumed not to be ranked in any way, the violation of this lower constraint becomes
fatal in this case.

Interpretation (b) results however optimal for sentence (7). Our principles
wrongly predict that the unnatural concept the shortest spy is part of our domain
of quantification in this case. Let us try a first diagnosis of this problem.

An intuitive explanation of why content (b) is not assigned to a sentence like
(7) in such a situation, is that a speaker who would have used such a sentence to
express such a content would not have been cooperative. Indeed, (b) could have
been conveyed in a much more efficient way by means of the following sentence:

(8) Ralph believes that the shortest spy is fat.

It is the existence of this alternative more efficient expression which seems to block
the selection of (b) as preferred for (7). If a speaker had wanted to communicate
(b), she would have chosen (8). She chose (7), thus she did not mean (b) (see [2]
which discusses similar blocking effects). Note however that this sort of reasoning
cannot be formulated in the one-dimensional OT analysis we have used so far in
which inputs are given by single sentences and no reference is made to alternative
forms that the speaker might have used. In order to account for this case we need
a bi-dimensional notion of optimality (see [2] again), in which optimal solutions are
searched along two dimensions, rather than one: the one of the addressee and the
one of the speaker. In the following section I follow [3] and recast bi-dimensional
OT interpretation processes using notions from Game Theory. The pragmatics of
attitude reports is formalized in terms of optimization games in which speaker and
addressee — whose preferences are determined by OT preferences in combination
with particular goal-directed preferences— coordinate their choice towards optimal
form-meaning pairs.

Interpretations as games An optimization game is a strategic game (N, (4;)ien,
(>4)ien) involving two players, S(peaker) and H(earer), N = {S, H}. S can choose
from a set Ag = {F1,F2,...} of alternative syntactic forms. H can choose from
a set Ag = {C1,C2,...} of possible semantic contents. Optimality theoretic pref-
erences are used in combination with particular goal-directed preferences to define
the preference relations of the two players.

In an optimization game, language users are seen as decision makers. Speakers
must decide a suitable form for a content to be communicated. Addressees must
choose suitable interpretations for a given representation. Since structural and prag-
matic factors contribute to determine the players’ preference relations, contextual
information determine the output of these games just like syntactic and semantics
rules.

In order to make predictions about the outcome of these games we use the game-
theoretic counterpart of Blutner’s notion of weak optimality, namely bj-optimality.
Here is the algorithm proposed in [3] to compute the bj-optimal solutions of a given
game.

1. Profiles which point to a Nash equilibrium are blocked.
2. Remove preferences for blocked plrfgi]es until you reach a fixed point.

3. The Nash equilibria of the fixed bdint are the bj-optemal solutions in the original
game.
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As an illustration consider the simple game depicted in the following gwo dia-
ms. The matrix on the left expresses preferences in terms of payoff function, the
i 01; the right represents them by means of vertical and horizontal arrows.
n

(6)
c1 C2 ¢t Co
F1 [@1) (45) F1 =
T t
F2 | 3.2) (1,1) F2 =

This game has one Nash equilibrium, namely the profile (F1, C2). Consquezx.tly
profiles (F1, C1) and (F2, C2) are blocked. We can then remove the arélow p;in ér;g
to the former profile. The resulting game has two Nash equilibria, profiles ( ,h )
and (F2, C1). Since there are no more arrows to bfa Temoved on the next step, these
two profiles are the bj-optimal solutions of our orlg}nal game. ' ‘
Let us see now how the problematic example discussed in the previous section
zed in this framework.
canlb;rigzls}; to characterize the interpretatio.n Prob'lem posed by the example of
the shortest spy by means of the following optimization game:

ort SpyY
‘Ortcutt’ by —
4
‘the shortest spy’ — by

Speaker chooses the row to be played and hearer chooses the column. S can choose
between the two forms in (9) and (10).

(9) Ralph believes that Ortcutt is fat.
(10) Ralph believes that the shortest spy is fat.

Hearer can choose between the two contents represented in (11) and (12).

(11) ort Az[OF (z))(ortcutt)
(12) spy A\z[OF (z)](the shortest spy)

The preference relations of our players are given by the following OT tables.
“Ortcutt’ | CONS | *SHIFT
ort ™)
spy *)
“the shortest spy’ | CONS | *SHIFT
ort (*)
spy

Hearer strictly prefers content spy over content ort given a_ny syntact}c input

because ort crucially violates BE CONSISTENT. Consistent interpretations are
er inconsistent interpretations. )
prefggz;i:rvcrucially prefers profile (‘the shortest §py’, spy) over (iOrt‘mlltt’, Sfy)
because, as it is clear from the OT analysis, while the latter pa.lr’ vio }?tes WO
constraints, content spy can be conveyed by form ‘the shortest spy without any
i iolation. o

conss:zlgllz Eithe shortest spy’, spy) is indeed Nash-optimal in this game. Th}(s) 1mplt1:’s
that profile (‘Ortcutt’, spy) is crucially blocked, and, t}}erefore, proﬁle' ( rgcu e;
ort) results bj-optimal in this situation. The problematic content spy 18 n’? ol?g .
optimal for sentence (9). We correctly predif:t that the -unnafcura_l concep.t t i shor
est spy is not taken to be part of our domain of quantlﬁcatl’on in thz.xt s1tua»dl.0néhe

A last question arises. Consider again the case of Odette’s lover discusse }:n v
first section. In that situation Theo could have used sentence (14) to say W at he
wanted to say rather than (13) and he would have been more cooperative.
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(13) Swann believes that Forcheville is going to the Opera tomorrow.

(14) Swann believes that Odette’s lover is going to the Opera tomorrow.

In this framework the existence of more efficient forms for one content can block its
selection as preferred interpretation. Why is Theo’s intended meaning not blocked

in this situation?

Blutner in [2] observes that blocking effects are not absolute and can be canceled
under special contextual conditions. It seems that we have here an example of de-
blocking triggered by contextual factors. Theo’s intended meaning for (13) is not
blocked by the existence of (14) because, although (14) is better than (13) according
to our principles, its use in the described situation is much less effective given Theo’s

immediate goal of protecting Forcheville’s life.
I propose to represent this case by means of the following game:

forch lover
‘Forcheville’ - b
T
‘Odette’s lover’ | — bj

S must choose between (13) and (14). H must choose between the following two

interpretations:

(15) forch ~ Az[O¢(z)](forcheville)
(16) lover + Az[O¢(z)](odette’s lover)

The horizontal arrows of Hearer are determined as in the previous case by our

OT preferences depicted in the following two tableaus.

‘Forcheville’ | CONS | *SHIFT/*ACC
forch (*)
lover (*)

“Odette’s lover | CONS | *SHIFT/*ACC
forch *)
lover
Note however that the vertical arrows representing Speaker’s preferences are

crucially reversed because of Theo’s specific goals. Profile (‘Forcheville’, lover) is

a Nash-equilibrium in this game. Theo’s intended meaning for sentence (13) is

optimal in the described situation.
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Monotonicity and Relative Scope Entailments'

Alon Altman, Technion Edward L. Keenan, UCLA
Yoad Winter, Technion/UiL 0TS

7 i i onicity properties of quan-
i xplores the hypothesis that simple mn.notomm : !
et Th‘sl parij;gixgetermine to a large extent the entailment. relations beé‘wrsggor;l:)::
tifiers in e m:iadinAgs. We prove that the disjunctive normal )form of upwar rea(.ﬁng.
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Global determiners (see [ : rain
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A quantifier Qg is called upward monotone (MON 1) if it is closed under

supersets. A global determiner D is called upward right monotone (MON) if

for every A C E, the quantifier Dg(A) is upward monotone.
We would like to characterize whether the relation Dy-D, is contaj d i
the relation Di~D,. When D, is every (some) and D, is <odme (ev P
well-known that the answer is negative (positive) respectivelvu For i Ltery), .
ONS. reading of the sentence some student saw every teache'r.enta'lnsbanc'e, o
entailed by, its OWS reading. We show that in fact, in sentences lwsgthut —
monotone s.ubjects and objects, the ezistentiql dete,rminer is the l;n i ‘;p“'ard
tc;lass of sub]ect.determiners that guarantee entailment from the ONSaiSad(i)r:dﬂtle
th: Sr\lizirr;z;d;;iri)fmm?trlcalljf, f?r upward monotone sub jects and objeoctso
. . Iner is the basis for the class of object determi h :
guarantee entailment from the QNS reading to the OWS.readinO' e
We use the fact (cf. [1]) that any upward monotone uant‘f?‘
represented as a union of intersections of principal ultraﬁl(}tem e @ can be
Fact 1 Let Qg be an upward monotone GQ) over E ThenQ —
for some subset M of p(E), where I, is the princi a.l [ opa el
generated by y € E. ~ cipal ultrafilier {A C F . y ¢ A)
mon\iv;eorclzl; llll;fn:}il;eszgg‘?n;re of a dz.sjunctz've normal form (DNF ) of an upward
i DNIr:‘. e define a.hlerarchy of the upward monotone quantifiers
e g a .f(?r a quantifier Qr € MON T, with a signature M th
'(?,s certain conditions. The classes in the hierarchy. 1 .
conditions on M that define them, are listed below. = :

TRIVy: M = ¢: QE is empty

TRI\’,: 0e M: @k is equal to P(E)

PUF: M = {{a}} for some a € E:

: QE is the principal ultrafilter |, generated by a:

PUF,: M = {A}‘for some (possibly empty) A C £ |

- ]?4 Ei Slsaa?p;Ilst;tietrjerc;cllontollc PUF s ‘the principal filter Fy generated by A
o 2f ];n[})Fi) collection of singletons in P(E):

with the respective

Obviously, the followin i
) g relations hold between these classes
. of GQs: PU
PUF, ¢ MONY; PUF ¢ PUF, c MON%, TRIV, C PUF,; TRIV %S PE;F -
Further, observe the following simple facts. o A

Fact 2 4 quantifier Q@ is in PUF ) iff Q= U{ } Q]
zreQlx-
q i, 181 n Zﬂ — lzenQix (— nQ)
Fact 3 A quan ﬁﬂ Q n PUE Q Iz 1_. = F .

Consider now the following simple relation between t

scope entailments. helateie hierarchy and

Lemma 4 et @, Q2 C
&2 C p(E) be upward monot .
PUFy or Qs € PUFn then Qu-Qy C @y, @0 %" B I Qu €
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We use our classification of MON 1 local quantifiers in order to classify
MONT global determiners as follows. For any global determiner D:

D is PUF) iff forall A C E: Dg(4) is in PUF, U TRIV,.
pis PUFY iff forall A C E: Dg(A) is in PUFn U TRIV,.

D is TRIVo (TRIV,) iff forall AC E: Dg(A) isin TRIVy (TRIV,).
When D is TRIVo or TRIV, we say that D is trivial.

Dis TRIV3 (TRIVY) iff there exist A C E's.t. Dg(A) is in TRIV, (TRIV,).

Thus, a determiner is called PUF!, (PUF2) when it generates only PUF,
PUF.) and trivial quantifiers. Note that a determiner is classified as PUF],
(PUFQ]) or TRIVy (TRIV;) according to its behavior on all domains and ar-
guments. By contrast, for classifying a determiner as TRIVZ (TRIVY), it is
sufficient to find one domain and one argument for which it is TRIVy (TRIV;).
The usefulness of both “universal” and “existential” classifications of determin-
ers will be clarified as we go along.

Our main claim is that this typology of determiners allows us to determine in
which cases of MONY determiners D, and D, the ONS reading D;-D5 entails
(or is entailed by) the OWS reading Dy~ D,. Before proving that, there is
one qualification concerning this result that we should explain. We will assume
that both Dy and D, are finitely based, in a sense that is defined below. This
restriction is needed because MON? determiners such as infinitely many behave
with respect to relative scope entailments differently, than MON1 determiners
such as at least three. Consider the following examples.

(3) a. Infinitely many students saw John or Mary.
b. At least three students saw John or Mary.

(4) a. Infinitely many students saw at least one of the two students.
b. At least three students saw at least one of the two students.

In (3a), the ONS reading entails the OWS reading: if there are infinitely many
students that have the property saw John or saw Mary, then either John or
Mary has the property was seen by infinitely many students. But this is ob-
viously not the case in (3b). A similar contrast is observed between (4a) and
(4b), under a Russellian treatment of the definite article. For instance:

(5) at_least_oneof then'(A)(B)=1 & |A|=nAANB#0
(6) each.of then'(A)(B)=1 < |A|l=nAACB
We have seen that MONT determiners such as infinitely many show scope

entailments that are different than those of similar “finite” determiners. Such
“infinite” determiners, which are common in the mathematical jargon, are much
less common — and have a much less defined meaning — in everyday speech.
This is in contrast to more ordinary determiners such at least three or every,
which English speakers use by and large with the same meaning as logicians
do. The formal distinction between determiners that is held responsible for this
difference is defined as follows.
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Definition 1 (FB quantifiers) Let E' be a non-empty domain. A sequence
A2, of subsets of E is called properly monotone if A; C A;yq for everyi > 1,
or A; D Aiy1 for every i > 1.

Two properly monotone SEquUences Ail2, and th?o:] are called mutually mono-
tone if A; C Bj for all 4,5 > 1, or A; D B; for all 4,5 > 1.

A quantifier Qp over E is called finitely based (FB) iff for any two mutually
monotone sequences A;|2, and Bj|§’f’__] s.t. Qg is constant on both sequences,
Qg sends both sequences to the same value.

By “constancy” of a quantifier Qg on a set X C p(F), we of course mean:
X CQgor QgNX =0. In the first case say we say that Qf sends X to 1. In
the second case say we say that Qg sends X" to 0.

The definition of FB determiners is derived from the definition of FB quantifiers.

Definition 2 (FB determiners) A global determiner D is FB iff for any
domain E, Dg(F) is an FB quantifier.

Note that this definition pays attention only to the behavior of Dg on the
whole E domain, and does not take into account proper subsets of E. Thus, a
determiner such as all is provably FB, even though on the domain of natural
numbers, the quantifier all odd natural numbers is not FB. This is in accordance
with the intuition that the determiner all does not inherently pertain to infinite
sets. By contrast, the determiner all but finitely many provably maps any
infinite domain to a non-FB quantifier, hence it is net FB itself.

Let us consider an example for a pair of FB/non-FB determiners that belong

in the same class of the above hierarchy. Consider first the determiner infinitely
many. Let N by the set of natural numbers, with No C N the set of odd natural
numbers. Consider two sequences (Np N [1..24])|$2, - the increasing sequence
of sets of odd numbers; and (N U [1..27])|$2, - the unions of the odd numbers
with elements in the increasing sequence of sets of even numbers. These two
sequences are mutually monotone, but the denotation of infinitely many natural
numbers on the domain F = N is constantly false on the first sequence but
constantly true on the second sequence. Consequently, the determiner infinitely
many is not FB. It is impossible to find two such sequences for the determiner at
least three: trivially, for any domain E, the quantifier at_least_3%;(E) cannot be
false over an infinite properly monotone sequence. Consequently, the determiner
at least three is FB. Note however that, for each of the determiners infinitely
many and at least three, there are quantifiers that the determiner forms that
belong in the class MON 1 \(PUFy U PUFR). Hence, both determiners are
in the class MON1 \(PUF/, U PUF?). Some more examples for FB and non-
FB determiners are given below. We note without proof that the class of FB
determiners is closed under complements and finite intersections and unions.

FB Determiners: at least/at most/exactly 3; all; all but at least/most 3.
Non-FB Determiners: (in)finitely many; all but (in)finitely many.

We observe the following fact about upward monotone FB quantifiers.

28

Let Q be an FB upward monotone quantifier over a denumerable

5 . .
geml:;aE fCiD>C2D...150 properly decreasing infinite sequence of sets
omain . 2

in Q, then there is a finite set A C Cy in Q.
1 :

For the statement of our main claim, recall the following definitions, which
are standard in GQ theory ([2]). For any global determiner D:

stension (EXT) iff for all A, BC EC E':Dg(A)(B)=Dg(A)(B)-
D is isomorphism invariant (ISOM) iff for all bijections 7 : E — E’, for all
4 BCE: Dp({n(z):z e APUr(v):y € BY}) = Dg(A)(B)-

D is conservative (CONS) iff for all A, B C E: Dg(A)(B) = Dg(4)(AN B).
As in other works on GQ theory, we restrict our attention to determiners in

natural language that are EXT, ISOM and CONS.

It is now possible to move on to our main claim.

D satisfies €

Theorem 6 Let Dy and D, be two global MONT determiners that satisfy F.B,
EXT and CONS. Then Dy-Dy C Dy~D, for any domain E iff both follouanng
conditions hold: (1) D 1is PUF], or Dy is PUF2; and (2) D, is not TRIVY or
D, is not TRIVG.

The proof of the “if” direction is quite direct. To prove the “only if” direction,
we make use of the following two lemmas, which rely on the FB property.

Lemma 7 Let D be an FB determiner in MON T \PUFL that satisfies EXT
and CONS. Then there are A C E, for which there is B € Dg(A) s.t. |B| > 2
and for every X C B: X ¢ Dg(A). |
Lemma 8 Let D be an FB determiner in MON? \PUFY, that satisfies EXT
and CONS. Then there is a domain E and A C E, for which there are By, B €
DE(A) s.t. By N By ¢ DE(A)

Theorem 6 characterizes all the F'B logical cases of upward.right—monot‘one
subject and object determiners that make the ONS reading entfnl (or be en'talle.d
by) the OWS reading. Simple cases like that are whenothe subjgct deter.rrfme; is
PUFL\TRI\H3 or when the object determiner is PUFH\T.RIVO. That is: when
the subject always denotes a PUF, quantifier or the object always denotes a
PUF quantifier. This is the case in the following sentences.

(7)  a. Some student saw every/most/at least two teachers.

| b. Every/most/at least two student(s) saw every t_eacher.

However, to characterize completely the cases of MONT1 logical deterr-niners
for which the ONS reading entails the OWS reading, we have also con&dere.d
some more complex cases of global determiners. An example for a member Tn
PUF}, N TRIV? is the determiner some or every. Examples for x.nemberi in
PUFZN TRIV3 are the determiner some and every and t‘he determiner eacONosf

the five (cf. definition (6)). These determiners show entallmfznts from the
reading to the OWS reading in sentences such as the following.

(8) Some or (perhaps even) every .“‘udent saw some or (perhaps even) every

teacher.
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(9) a. At least two teachers saw some and (

in fact) every student.
b. At least two teachers Saw each of th

e five students.

The complete characterization of Scope entailments with MONt determiners

explains why there is no entailment from the ONS reading t
in simple cases such as the following.

(10) Every/most/at least two student(s
Also in more complex cases such as the
the ONS reading to the QWS reading,
(11) Some or (perhaps even) every
(12) Every student saw some and (
In both cases, when there are no st

true but the OWS reading is false.

Another result concerns the following fact that j mentioned in [3] about local
quantifiers. Westerstah] calls two quantifiers @1 and Q, over E independent
when Q,-Q, = @1~Q. Then he makes the following claim.

Proposition 9 (Westerstéhl) Let @y and Q,
are MONt, non-trivial and ISOM. Then @, and
@2 = everyp(E) (= {E}) or @, = @2 = some;

following, there is no entailment from
as theorem 6 expects.

student saw some teacher.

in fact) every teacher.

udents and no teachers, the QNS reading is

be two quantifiers over E that
Q2 are independent iff @) =

(E) (= p(E)\ ).

and D, independent if
he following fact aboyt

t (as in Westerstshl's
the requirements in theorem 6.

Corollary 10 ¢t Dy and D,
FB, EXT, ISOM and CONS.

Then Dy and D, are independent Uf both of the Jollowing conditions hold:
1. At least one of the following holds: (a) Dy and Dy are both PUF]; or (b)
Dy and D, are both PUF2; or (c) Dy is trivial; or (d) Dy is trivial.
2. At least one of the following holds: (a) Neither Dy nor D, are TRIV3;
or (b) Neither D, nop Dy are TRIVY.

Examples for identical D; and D, that are independent are
cases: Dy = D, = some, every, some-or-every,
dependent determiners do n
two and each of the fiv
Russellian definition in

Dhv-D, = D, ~ Dy for any domain E. Theorem 6 entails t

independent determiners. Note the ISOM requiremen
Proposition), in addition to

be two global MON T determiners that satisfy

the following
some-and-every. However, in-
ot have to be identical. For instance: each of the

€ are independent determiners, since according to the

(6), they are both in PUF? \ TRIVZ,
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1 Introduction

intuitive appeal and
: axims of quality, quantity and relevance h'ave an 1ntu};227‘20u2pwork o
Grrlcledan rgear to be a part of any adequate pragm-atllc theory-Sing the conditional
would appear ized some of these principles; e.g., using. P
has formalized som . tuitions
i prigmfaX;}sler and Morreau (1991), we can formalize some Gricean intu
ator > O . o
9pi;1e two defaults, Competence and Sincerity:
in

e Competence (for the hearer): Bs¢ > B¢

e Sincerity (for the speaker): Says¢ > Bs¢

i to the notion
is allows us to ask and to begin to answer a qgestlon f}lrildamecrllltaélefauus g
This a OWtics as a theory of rational action in d1sc0urse.. (?? s1‘1N fiis Soate o
A ction to established models of rational behavior? Bl Coion,
és.elpoflo?lnge%) inter alia have criticized Gricean e;gproz?hssailgwer o
. i ive here an affirmativi
ion, we disagree and give : ; : e
o }fondn ?gﬂl?crsl, Competence and Sincerity. Given certain assumptions,
for the de , ;
faults describe . ticular game.
tha; lﬁllfizeugestrict Nash Equilibrium for speakers ;ndﬁl;&;ﬁirlsi 1t1)rr11 : ;)nd i
, i trict Nas
i loit an equivalence between s nd stabilization
WG'} Wlu alsoof:tr;onary game theory to give an argument for how suc
points 1n ev ] |
i t formalize
Comg aLboult).roa»ch generalizes, we believe, to other pairs of defaults tha
ur ap , . :
Grice’s intuitions about conversational behavior.

2 Pragmatics and Static Games

i in i wo players, a speaker (5) .and a
e ’\ﬁe a;irilztetr}fzzeg ll?asln:(;)rlr:: izlforrﬁ)la':c)gon or misinformitlcznuilﬁ
S e e WlH a’sI‘he basic strategies open to a speaker are to tellBt eh;t .
g o (), . d .for H they are to believe (B)or to not believe (—1 h) V\;im 5
ety (E), anl nce, it appears that we may represent the game Wl}(; aOh1 n;)ns
oy ThuS,‘ ¥ ﬁIZSt g'gle r,ows represent S’s strategies 7' and F' while the ](.:[ uns
el mit;}?s \;r:zzgies The strategic aspects of this game are as follows.
represen .
I"ather_ he is told if S tells him the truth; on the ot‘he.r ha,nd, h;a i1v(11}111i(:
belleYe W'hat eh t he is told if S lies to him. Presumably it is H ; goaation e
rat}lller dlst)c?ltlge;i Zorie new information, with the provis.(l)C t.hatt) ?tl:i 12) ogglbelieved
- i i ective, it is be
aCCUfaFe (h'encil 1flsef‘cuhlet;)ir?lgile) }ezggr?l tlrslai,pv?rflserzher his inforr.nation i]s truezor not,
o FllStfelleYe (;) rhe will have failed to convey her informatlt?n top ?yer i.stemic
ho dl'Sbeheve ’ decent game theoretic representation of thlS. comp el)lc e[; e
it Int'fg 1§1g;§11g()e;uz, \?ve run into a difficulty in complet’?e:tly :S(lecg}fiu;futt he Osr inr
—" it is in his interest to
e Ofsialf){lzgtf 21?5;(?:6‘1’}}11:‘?1;2 \lisfilllsblcrel indifferent between telling H the truth
seems rea
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and lying to him if H will not believe him in any case. But if it is in S’s interest to
tell the truth, then he will rather tell H the truth if H will believe him. And if it is
in S’s interest to lie, then he will prefer to lie to the hearer if the latter will believe
him. Thus, a simple matrix is insufficient to represent the interplay of strategies
needed to support or to undermine the defaults of

Competence and Sincerity. This distinguishes us from Lewis (1969) and Axelrod
(1984).

A more adequate representation of the game is a 4 x 4 matrix in which the simple
strategies for H and S now depend on a parameter o. « stands for the proposition
that it is in S’s interest to tell the truth in his current situation, whereas ~« means
that it is in S’s interest to lie. The pure-strategy best reply correspondence for
this game for the figure below is as follows: bss > bas,t # 4; a4 = aj4,V1, J; 001 >
@24, # 1011 > b1, # 15022 > baj, § # 2; b3z > baj, j # 3;a33 > ags,i # 3.

Catl) a—=B a——B a—=—B
o2a— B Sa—aB -a— B Sa——oB
a—=T ail 12 a3 14
—a—T b11 b12 b13 b14
a—T a1 a9 93 24
-a— F 621 b22 b23 b24
a— F a3 azs a33 34
~a—=T b3 b3y b33 b34
a—= F 41 42 43 (44
—a— F b41 b42 b43 b44

In this larger game, both players condition their behavior on whether o or -«
is the case. If H believes S no matter what, then S will adopt 7' given a and
F given . If H believes S given a but not given -, S will tell the truth
given o and be indifferent between 7" and F given —a. If H disbelieves S no
matter what, then S will be indifferent among his strategies. H’s best response
correspondence to any strategy is that he will believe S in any circumstance in which
S adopts T and disbelieve S whenever he adopts F. This game has two equilibria:
(¢ » F,~a = F),(a > =~B,~a — —B)) (abbreviated as ((F, F)(—=B,-B)), and
(T, F),(B,~B)) , neither of which support the defaults we are interested in. They
are also both weak equilibria, in the sense that they are not strictly preferred by
both S and H to all other strategies. In particular the pair that supports our defaults
((T',T)(B, B)) is not an equilibrium; for, if H always believes S, then S will be able
to take advantage and optimize with respect to a and —a.

To support Competence and Sincerity, we must construct a situation in which S
tells the truth despite the fact that it is in his interest to lie. Given our set up this
means we must assume that what S does in the situation in which it is in his interest
to lie has an impact on his payoff in the situation in which it is in his interest to
tell the truth. One method of achieving this might be to study reputation effects
in repeated games; another, which is the avenue we pursue, is to take into account
the costs of employing a more complex strategy. To illustrate, let Cs : {T, F} - R
be a cost function for the speaker. We can reasonably assume:

X #Y 5 Cs(X,Y) > Cs(X, X) = Cs(Y,Y) (1)

since it is more expensive to choose a strategy dependent upon a than one that
is independent of . For now we only factor in the costs of strategies for S in
computing the best response correspondence. So the H’s best responses remain as
before, but S’s preferences will now partially depend on the costs of the strategies.
Consider how the two previous equilibria fare. If H disbelieves S no matter what,
then S will be indifferent between truth telling and lying. But to save costs he
will either choose (T',T') or (F, F'). Now consider the case when H believes S given
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o but not when —c. Then S will be indifferent between T and F given —a, but
he will prefer a simple strategy that maximizes his gain at «; ie. (T,T). Now
what happens where H adopts (B, B)? We can immediately rule out (F,T) since
it is complex and assigns the least appropriate response in either « or ~a. To
choose between the two simple strategies for S, we must assume something about
the subjective probability of a. If we assume

p(a) > 1/2 @

which seems reasonable if a basic function of language is information exchange to
ilelp speakers attain their needs, we can rule out (F, F).
We now need only to figure out how S distinguishes between (T, T) and (T, F).
In order to do this, we must make some additional assumptions about the utility
function of S. To this end, we decompose the speaker’s utility function u into two
parts ’LI,(G,, (X, Y)) = -’U(CL, Z) - C(Xv Y) (3)
where Z =X ifa=a,Z =Y ifa=-a. C is the cost function discussed above; u
is a function that gives the utility the speaker derives from lying or telling the truth
for a given value of a given that the hearer believes the speaker. Therefore 'both the
functions u and T are calculated on the assumption that the hearer believes the
speaker. To proceed further, we assume about @ that:

(e, T) = U(-e, F) > (e, F) = (-, T) (4)

The inequality in (4) holds, if it is more worthwhile for the speaker to do what it
is in his interest to do than to do what it is not in his interest. The equ.alities are
simplifying assumptions; we are not interested in considerations tt}at. arise fro.m a
differences in penalties imposed on the speaker for going against his interests in o
and —a. Now what are the conditions under which

E,[u(a, (T, T)] > E,fu(a, (T, F)] (5)

That is, what are the conditions under which it is in the speaker’s interest to emp'loy
a uniformly truthful strategy, rather than a strategy which is truthful depending
on the circumstances, on the assumption that the hearer will

believe the speaker no matter what? (5) holds iff

p(@)[@(e, T) = C(T,T)] + (1 = p(a))[a(-a, T) = C(T,T)]
> p()[a(a, T) — C(T, F)] + (1 = p(a))[@(~e, F) — C(T, F)]
iff by algebra:
C(T,F) — C(T,T) > (1 - p(a))[@(~a, F) — (-, T)] (6)
By (4) u(-a, F) — (-, T) > 0 5o that (6) holds iff :

C(I,F) - O(T,T)
Ple) > 1= 2o F) — (o 7)

(7)

Note that according to (7) if the difference in cost between (T', F') and (T, T) rise.s,

then the probability of a needed to make (T',T) preferable to (T, F) shrinks. This

makes sense because when C(T, F) — C (T, T) rises, this will deter the speaker from

choosing the more complex strategy so that he will need less motivation in tferms

of probability of a, the state which is favorable to his course of action, to motivate

him to choose (T, T). On the other hand (7) also says that if Z(-a, F) —u(-a,T)
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rises, then so must p(«) in order to justify (7',7"). This also makes sense because
the I;i ger the difference in utilities between F' and T given that -, the bigger the
penaltir the speaker pays in ~a, and so the higher the probability of a he needs to

justify (7,7T).
: Combining (2) and (7), we have that

C(T,F) - (T, T)
U(~a, F) — u(~a, T) } (8)

p(a) > max{1/2,1 -

In order to insure that p(«) is a probability, we must be sure that l—ﬂ%%%)e_%% <

1, which is equivalent to the assumption that 1 — i%f—?)é%% = fl. Towsver

this follows from the fact that both the numerator and denominator are positive by
(1) and (4).

If we assume (8), we can show that this matrix there has two equilibria, ((F, F),
(=B, —B)) which is weak and ((T, T), (B, B)) which is strict. Even if we were to
take equlibria in mixed strategies into account, (7, T), (B, B)) would be the only
strict equilibrium, since no mixed strategy equilibrium can be strict. Note also that
the assumption that the hearer does not take costs into account may now be lifted
without changing the equilibria. If the hearer were to take costs into account, then
his best response correspondence would only change in the second and third rows of
the matrix, since these are the only rows in which his best response correspondence
selects a complex strategy. Thus, in this case, ((T,T), (B, B)) is the unique strict
Nash Equilibrium of the game.

Factoring in the costs of H doesn’t change the outcome of our game. If we
assume that more complex strategies are more costly than simple ones for both
H as well as S, then H’s best response correspondence will only change in the
second and third rows of the matrix, since these are the only rows in which his best
response correspondence selects a complex strategy. However, from inspection of
the matrix, it is obvious that it does not matter which strategy the hearer’s best
response correspondence assigns to the hearer in the second and third rows, since
there is no strategy in these rows which is the output of the speaker’s best response
correspondence in those rows. So regardless of what the hearer’s best response
correspondence does in these two TOWS, no new pure strategy equilibrium will be
added or deleted.

Two important questions remain about the interpretation of our game. The
strict Nash Equilibrium described above involves a particular choice of strategies for
S and H. How does this exactly support the defaults of Competence and Sincerity?
We have shown something universal in a, simple setting. Real world communication,
however, is more complex and information a and the costs of the strategies is more
partial and more uncertain. Calculations concerning the costs of various strategies
for the speaker and whether o obtains or not might well be in principle impossible
for the hearer to do, since he may lack information relevant to discovering whether
a; and while the speaker may have access to the information relevant to determine
@, it may be a very difficult calculation for him to

do under the constraints of real time conversation. In more complex situations,
the conditions under which the simple strategies are chosen become part of the
“normal” conditions of discourse situations, and thus we arrive at a Jjustification of
the defaults themselves. The defaults of Charity and Sincerity are, as Mill (1957)
argued in another area of philosophy, shorthand approximations of the ideally ratio-

nal situation; they have the advantage that they bypass complex calculations about
costs and whether « holds or not.
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g Pragmatics and Evolutionary Games

second question is, how such defaults might come about? While semantif:s and
. atics have almost nothing to say about the issue, it appears that evolutionary
. ches to game theory might give us an answer. Our result above translates
app'lroaitnto an evolutionar}; framework in which populations of players of the game
i are distributed across various strategies. These populations’ selection .of
E ies “evolves” according to a “selection dynamic”, a set of time different@l
Stratfigcms of the form x = ¢(x), where ¢ : X C R¥ — RF describes chang(?s in
e}?;la;tate space (population shares of strategies). The goal in this frame.work 1.s'to
y where the evolutionary dynamics of the system stabilizes; asymptot.u: stability
'seethe standard stability condept in these games. The theorem (see Welpull .1995)
;;at a population state is asymptotically stable at x_(_a c.hoice of strategies) in t.he
standard replicator dynamic iff x is a strict N asb equilibrium to ’cra,nsfer.omil earh;ar
result into the dynamic framework. This entails that ((7',T), (.B, B)) is }t] e ;)nt Ly
asymptotically stable populatiotﬁ state, and that other weak equilibria in the static

ot asymtotically stable.
gam\;]: r(?a?l brogden the c}iass of selection dynamics that would support our de-
faults. We want a close connection between the payoffs ar.ld. the gr.owth rate.ﬁ Wg
need two concepts, payoff positivity and payoff monotommty, which are dIe_zI rgz
as follows: g is payoff monotonic in a game © w1t‘h a set‘ of players I = { ,k 1,
and a set of strategies S;,¢ € I, iff V population dlStrlbl}lLtl'OnS r€0,iel ,lh, e
Si,ui(el,x_;) > ui(ef,z_;) & gih(a:). > g,-k(:c)., Where_ei is the Paysz to p 27;2;
playing pure strategy h, u; is the utility fun_ctlon for 7 and x_; is t eIpopu ff
distribution —¢. G™ is the class of monotonic growth ra.te functions. In a piyo -
monotonic selection dynamic, a pure strategy Witb a higher p‘a}.roff 'always ia,s -af
higher growth rate. Now for payoff positivity: g is payoff pos;m.ve if anil) (l)n y 1f
Vo € ©,i € I,h € S;,sgnlgin(z)] = sgIn[ui(e?,iv_,-) —1u,-(ta'v)]. G? is the subclass o
itive growth rate functions. Intuitively, a selection .

payggngﬁiz: is iayoff positive when a pure strategy has' a Posi.tive grow_th rate if al.’ld
only if its payoff is above the population average. An 1m1tatlor{ selection d}(rin?mll(;,
which might more plausibly characterize the evolution approprlate for our defau é
is payoff linear (and so in GP N G™), while the s_tandard replicator dynamic is no
(though it’s monotonic). But we can make do with less:

Theorem 1 A profile z € © is asymptotically stable in a selection dynamic g €
G™ UGP? if and only if x is a strict Nash Equilibrium.

Proof: Let z be an asymptotically stable profile in a dynz?tmic g € Gm'LTJ QP. But
for any g € G™UGP, if z € ONF ig a pure but not a strict _Nash equlhbnur_n,l(l)r
z belongs to to a non-singleton component of ONVF, ?hen z is not.a.symptotlcasy
stable in x;, = gin(z)zipVi € I,h € S;,z € © (Weibull, .Proposmon 5:12). }(;
x is a strict Nash Equilibrium. Now let z € ©NF be strict. Ever.y' strict Nz.xs
equilibrium z € © is asymptotically stable in all ‘weakly payof?pomtwe seéectlop
dynamics %x;5, = gin(z)zipVi € I,h € S;,z € © (Weibull, Proposition 5.11). So z is
i mUGP C GY). ‘

Stab]iliiélsll;tli(fnfrily, we can sh)ow that a population will converge on t.he p.opulz;t;(})ln
state corresponding to our norm zpr,ypp from any pO}nt in the 1nter10r. o ' e
game space O, provided the payoff structure is as described above. T.he 1nt§r10§
of O, int(0) = xierint(A;) = Xier{z; € Ay|Vh € Si,zin > O}.. A; is a mloxfea
strategy space of population 7, or, for our purposes, the populatlon m};xtu}rle i
particular strategy. bd(©) = X;erbd(A;) = xier{z € Aj|z; ¢ int(A;)}. ?r];‘ .oivn é
that, given a certain plausible payoff structure, the only pure N'ash equili l”ltl; it
at Tr7,yBB, We are able to demonstrate that any z € int(©) will conve}:ge fio the
population state corresponding to our norm. More formally, we have show
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the vector z = (1,0,0,0,1,0,0,0) € O, the strate igni i
share 1 to zrr and ypp and 0 to all others, is tiz; Zi?;ea:;mrllggggéczﬁpuiitgn
strategy and converges everywhere in nt(©). We now turn to an examyle a't}?
the replicator dynamic to show how this works. Since this dynamic is intep d Vgl
simulate a biological replication it has the feature that, if z; € © = 0 thenn' -e~ o
a popula'tion that does not exist cannot grow. It follows, tha:, an z € bd(O) \:7( 111‘ "
necessarily converge to our norm. For instance if we start at z FF,YyDp = 1 v;e Hfﬁ
be stuck. there. However, a dynamic with any possibility of pert,t'lrbla)tion w'lIW1
some pomF, put the population into nt(©) and so will always go to z IT, I?t
fti}tle follov&;mg values for ai; and by in the 4 x 4 matrix above now irq;élgéfslz(-)odaag
thir;legsf Zi tues,, where the speaker and hearer each get a point for “doing the right
where the speak i i
» b= ore ! a43p= b1e2r :lozle: _l_—la;;a:pomt for choosing a complex strategy: a;; =
34 = bap = bag = 1000 = 39 = ang = By = — 5, by = by = boy — b, —
As usual, each population share of a str:;ztegy :1:;; b4€4 [O,b?ij ;nlgzi o a:— 2.—
tzk%H yr = 1. Let A = {a:} = (1,0,0,0,1,0,0,0). To prove our claim,h%rse rilleed
tg) Islz ;)w tll;at __;Ch;}ée is ahnilfhbor(hc))od, D = int(®), of A and a continuous func-
v + suc at v(r) = 0 if and only if z € A
v(z) if z ¢ A,t > 0 and {(s,z) € D,Vs e [O,t].y(c.f. Theora(;,lrIlI(ljl é}gg(t\;\;?i) ﬁ
P.- 246.) Trivially, A is closed. Let D be a neighborhood of A .ar’ld dlﬁu
v(z) : D - Ry = %rr(z)+ ypB(z) restricted to D, where x is t};e chan o in
over time with respect to the row component and y is the change with res gi e
th}f col‘umn component.  First, let us check what happens when v(z) —pgc(iteo
when ’XbTT(.’E) -— gB(w)) Thus [ZkGS’g aTr]-v,kyk se ZjeS’ EkeH l'jajk:l/k]il'TT —
L KES h,BBYh jeH E'keSl wjahjyh.]y'BB Since everything in D must be e-close
» TrT,YBB < 1 — £ with the remaining population distributed over the oth
three strategies. So we have spp = 1-e)(Z)=(1- e)(ZLL2) =y 55 S b
when e = 0 (i.e. at A)ore = 1 (i.e. everye‘;vhere else alo e :'O
establishes the first clause. R
: For the second, assume z ¢ A,t >0, and £(s, 2
Since £(t,2) = z+(krr+7n5)" and v(z) = (16—( g)(lf )
\ 6&; ),v(&(t,)) (which we can think of as the t** moment after x)=(1-¢)(e-
6e?)) If;;ve take e < 0.1 we have (1—¢)(e—6e2) < 1 hence (1-€)(e—6e2)) < ((1
&)(e—6€?)) for ¢ > 1 which establishes the second clause. Hence z is asympt ti ( ll_
Z;able. Furt}?er, because we have shown fixed points of the dynamic insﬁ ?)rilc ; ir};
X (?()i,dD = zn.t(@). .Flnally., every point in D = int(0) converges to our no};rn.
1L did not, since v is continuous, there would have to be a point, z € D wh
v(z) =0 bgt we have shown that there is not. Hence T conver ’ o
across D =int(©). ’ e to the norm
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Types for linguistic typologies. A case study: Polarity
Items

Raffaella Bernardi, Uil OTS, University of Utrecht

Abstract

This paper describes how in categorial type logics (CTL) derivability
patterns among types give a precise way to (i) gain a deeper understand-
ing of the typological classifications proposed in the literature of formal
linguistics, (i) carry out cross-linguistic comparisons, (iii) clarify the con-
sequences predicted by the typologies opening the way to further investi-
gations, and (iv) establish new dependency between linguistic phenomena.
In particular, the base logic studied in [2] (NL(©,-%)) is used to elucidate
the typology of Greek polarity items discussed in [3] and compare it with
Italian data and types. The picture obtained predicts the existence of (i)
non veridical contexts which do not license polarity items of the classes
considered so far and which could license other sort of polarity items in-
stead; and of (ii) contexts shared by ‘negative’ and positive polarity items.
Finally, it sheds light on a connection between dynamic Montague gram-
mar (DMG) and CTL giving new intuitions about the interpretations of

the unary operators of NL(<>,~D).

1 Derivability relations in categorial type logic

In formal linguistic literature, one finds examples of theories based on classifi-
cations of items which belong to the same syntactic category but which differ in
some respect. For example, generalized quantifiers have been classified consid-
ering the different ways of distributing with respect to negation [1]; a typology
of wh-phrases can be given considering their sensitivity to different weak-islands
strength [6]; adverbs differ in their order relations [5]; similarly, polarity items
have been distinguished by the sort of licensors they require for grammatical-
ity [7, 3].

Our aim is to show how categorial type logic can contribute to the study
of linguistic typologies. In particular, we employ NL(<,-%) to account for the
classification of polarity items based on the distinction between veridical and
non-veridical expressions proposed in [3]. In this paper we concentrate on the
linguistic applications and present only the essential ingredients of the logic
system. The reader interested in the logic details of NL(<,-0) is referred to [2].

Besides functional and compositional connectives (\, », /), NL(©,-?) has unary
operators (¢, 0% .9), which can be used to encode the different (semantic)
features which characterize items of the same (syntactic) category, e.g. non-
veridicality vs. veridicality. Let us introduce this logic briefly. NL(<,-%) is the
base logic characterized by two simple algebraic principles closely connected,
i.e. its (unary and binary) operators form either a residuated or a Galois pair.
In particular, ¢,0¢ form a residuated pair of functions, whereas the other
ones 9-,.% are Galois connected operators. More specifically, the former are
order-preserving with respect to derivability (—), whereas the latter are order-
reversing and they are governed by the relations below:

(al) oA — A (b]) A— (OA)O
(ax) A—0OOA (b2) A —°(49)
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From these simple relations an interesting net of derivabilit
ility

i‘ilri lcf(i;i:}gz Zg(t%:nvsz ;a{;’; }f);pi(})lried 50 far are summarigeg . thza;tiilt‘?s can hg — Veridical Non-veridical | Anti-veridical
rd level applying (bs) as well ire belgy,
(OPL ©4)0 ) - now /yesterday | perhaps/usually | It is not the case
ft: o weak int. vp too-clauses
Bt _ will/can doesn’t/without
MMM: 1:' ar. a no/every
(“otoont )0 . Fanntenn: 27 AT 2 : -
oto4 (°4)° M;ar. an;i orjli nelt}lier ... nor
. 2% ar. an or/i neither ... nor
ﬁ%ﬁt ar. before/without
MQ"" ar. after before without
Otoomt4 ‘ 1
(oot 4)° 4 Table 1: (Non-)veridical contexts. ;
that downward monotonic functions can be classified into subclasses and this
classification is reflected on the NPIs which differ in the class of licensor they
oot 4 require. In [3] Giannakidou shows that this classification based on a hierarchy of

downward monotonic functions, though on the right track, is not general enough
and proposes to enlarge the focus of the lens used to classify the licensors.

In particular, she gives evidence for a typology of Pls described in terms of
sensitivity to (non-)veridicality — where quite intuitively a non-veridical expres-
sion (NV) is such that it does not entail the truth of the proposition it takes in
its scope. The set of non-veridical functions contains as subset the one formed
by anti-veridical expressions (AV) which are negation-like operators. We will
refer to these two sets as NV and AV, respectevely. Notice that Ginnakidou’s
analysis does not refuse the previous proposals since in [8] it is proved that \
downward monotonic functions form a proper subset of the non-verdical ones.

Before going to present the typology of Pls and their account into categorial
type logic, let us give a closer look to the classification of the NV which deter-
mines the one of PIs. In [8] non-veridicality is defined for expressions denoted
by monadic and dyadic functions. Having assumed a categorial type logic per-
spective offers a deeper understanding of the typological classifications proposed
in the literature. It gives a way to extend this definition to n-adic functions and
prove the inclusion relation DM C NV considering such extension. For reasons 1
of space, we cannot go into the detail of such aspect and we limit ourselves ‘
to give a classification of some (non-)veridical contexts with the corresponding
typed functions (Table 1). Note that since a subset relation holds between anti-
veridical and non-verdical contexts, all the items which occur in the rightmost
column should be repeated in the middle one as well. We can now move to see
how PIs interact with these contexts.

M reover th fOHOWiIl € I. valence l et l e e T e re te
oreov 3 ' e ) g qu al ces I Old ) i
1 : : , lf: l (fl ,‘.f‘ ) 1 he th ig Siduau d
Oor the Galo 7S pair abOVe ] 2] A —> ’lA, a.nd Slmllarly "Z h‘f')¢4 —> fz 4

OO*CA +— 04 and Ot
Let F' € {Oto., (0.0 0 i
example, ,

OOVA 5 gl y
) g
, FA4 i i
)} > FFA, viz. Fig a closure operation. For

OY04 ¢ 0'00%0 4 ang (°4)°

B .
efore going to look at the linguistic application

are in order. Categori .

: gorial type logic (CTL
tecture to stud & ) fremowork provides :
sition, viz. the z):;nstants and cross-linguistic variations of grari mO(?llllar archi-

€r are accounted for in the base logic and the lm ;UCE;)I comibo-
. : atter by meang

Wwe employ, NL(©,.9), is the base logic where

= (°((°4)%)°.

s of this system few comments

2.1 PIs and non-veridical contexts

A first distinction among Pls is given by considering whether they can or cannot
occur in veridical contexts (V). The ones which are felicitous in such contexts
are considered positive polarity items (PPIs); the ones which are not, are named
affective polarity items (APIs). Among the latter a further classification can be
made by distinguishing the items which require to be in the scope of an anti-
verdical expression, the label of negative polarity items (NPIs) is reserved for

Lgdusaw [4] where
SS10ns requiring to
- In [7] it is shown
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them.

An important aspect of this theory is that when an item is sensitive to a
certain property A and this property is found to be in a subset relation with
a more specific one B (i.e. B C A), the item will then be expected to occur in
contexts characterized by A as well as by B. This is the case of APIs which are
felicitous both in non-veridical and anti-veridical contexts. On the other hand,
since NPIs are sensitive to anti-verdicality and AV is a subset of NV, NPIs will
not be grammatical in non-veridical contexts. '

Finally, the relations between an item and the semantic property it depends
on can be of different nature. This opens the way to a further classification of
expressions belonging to the same sort of sensitivity dependency besides the one
given by the set-relation holding between properties we have just considered.
Giannakidou defines two possible relations which can be summarized as below!.
Let SET be either NV, or AV, or V (or any set defined by a semantic property)

1. An item A is licensed by an expression B € SET iff VC € SET, A is
grammatical in the (immediate) scope of C.

2. An item A is anti-licensend by an expression B € SET, if A is ungram-
matical in the (immediate) scope of B.

This distinction creates the possibility of having for example Pls which are
ungrammatical in veridical contexts, but which do not have to be felicitous
in all non-veridical ones. A case in point is any which is in an anti-licensing
relation with veridicality. If we consider the non-veridical contexts introduced
in Figure 1, we see that any though forbidden in the veridical contexts is not
grammatical, for example, in the scope of perhaps-clause * Perhaps Paul talked
to anybody, whereas it is in most of the other non-veridical contexts.

2.2 Categorial typle logic analysis

In categorial type logic (CTL) the assembly of linguistic expressions corresponds
to functional application and therefore to type-matching. In particular, due to
the logic property of the functional connectives a structure of type A/B (or
B\ A) will compose with a structure of type B or of any other type C such that
C — B. This will be the main property we are going to exploit in our analysis
of polarity items.

In this light, Giannakidou’ s anlysis of NPIs and APIs interaction with NV
contexts can be summarized as below, where o is the composition operator, A[X]
means that X is in the structure A, and * marks ungrammatical composition.

AV o A[NPI] *NV o A[NPI],

AV o A[API] NV o A[AP]],

*V o A[NPI]  *V o A[API].
Since the polarity must be in the immediate scope of its licensor, we can consider
A[NPI] to be of type npi, viz. the NPI has scope over the whole structure and

determines its type, and similarly A[AP]] is of type api. Combining this and the
observation about. functional composition it follows that (i) the type assigned

!Besides the licensing vs. anti-licensing condition, Giannakidou distinguishes some items
which are licensed indirectly due to theinegative implicature given rise by the sentence in
which they occur. However, this third case is not relevant for our investigation which mainly
concerns the relation between the types of an overt licensor and the sensitive item.
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Is to A[API] derives the one assigned by 'l‘\?PIS to A[NP.I], (i1) AVSGE?’:
by .AP Zr ument, whereas NVs have api, and (111). neither npi nor apt
ntp 1 ergun?;iem type of veridical expressions. Summing up,
the

AV € A/npi NV € Afapi, V€ A/ppi
api —snpi  mpi/rppi  GPiAIPPL -
value of the licesors’type, since 1t 15 I

R g;zneeiiidfgrrs[:;rigifgosf EEZ main idea. Notice that the inclusion re-
L foé NV at the heart of the linguistic theory, follows as a consequence
lation AV < s, viz. A/npi — A/api. Let’s make things more concrete. by
fao 10> typer;l le. In Table 1 we have seen that yesterday, usua‘lly and it is
mueaDs o” 29 ex: aﬁ) d.enoted in the domain DP*, hence their (Sb_’ntamc)_ category
not the case ?dr ~to account for PIs distribution we need to dlfferent%ate these
B OIl ?ned In Section 1 we have seen that unary operators give us.the
types 25 &P 5 it t.o account for such distinction. For example, we can consider
rigbt e)FpI‘eZSI'Vl }’as 0(0Tks))? (°5)° and O s, respectevely. Consequenfely,
npt, 4Pt a?f]z ff:e € s/(°s)°, usually € s/(°(©D0¥s))° and yesterday € s/0 031
A T-wt ; /h derivability relations stipulated above follow from the logical
In this waf)r,ftt fe anary operators. These types will correctly block a structure

ki NPI or API (having wide scope) to compose with the verdical ex-

. a . . .
coz;:ir(;fiesteray (see 1(a)-(b) below), and will predict the difference between
pr

NPIs and APIs with respect to NV contexts, like usually (2(a) vs. 2(b))-
1. (a) *Yesterday 1 spoke with anybody 1 met.
(b) *Yesterday 1 said a word.
2. (a) Usually I speak with anybody I meet.
(b) *Usually 1 say word.
be of derivability relations given : . 2 much ¢
’tI;};)eesc :vlfic(;] will allow us to make more fine-grained distinctions among polarity

ally is required by the linguistic data. In the remainder of this

items as actu : .cation of this CTL analy-
. by the application o aly
section we will present the results given by bp ross-linguistic

is to PIs in Greek and Italian showing how it helps f:arry out (:f e
e i Again, for reason of space we summarize (part of) the o
Comparisons‘lowganc’i the needed types in the two cubes to t?e compauredlwfv;c
T ?5 eone The items we-have considered are (1) NPI:@;{)'e leksi, AP1: ka-
tr}]eizszegzgschoic.e item (FCI): opjondhipote, for Greek; and (ii) NPI: nessuno,
b

API: mai, FCI: chiunque, for Italian.

above offers a much richer hierarchy of

Greek FCI | API | NPI Italian FCI 1}:;?1 IEPI
=T 1 & i * Veridical 2

\I\/Izrgl:;icjn & Yes | Yes Negation ; l(es )\k(es

Modal verb | Yes | Yes e Moda'l yerb >|(es ves | *

Conditional | Yes Yes | Yes Conditional

i (i in Greek
From this comparison the following conclusions can be drawn: (i) both in

and Italian, there could be contexts where both PPI and API are felicitous (e.g.

i Yy ite sensitive
conditionals)' (11) in Jtalian there COUld be other sorts of polarlt 1tems
’

ical i cope of
to non-veridical contexts like modal verb, and qurammatliaol v;nt }Eged?ﬁefence
c.onditibnal and negation. Note tha"c the 1a§t point sgloxgsand 8 llows us
between the two levels of non-veridicality given by (°-)
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to account for anti-licensing and licensing conditions.
items we have considered is intended to give an exampl

The small framgent of
e of how the type logic

perspective helps clarify the consequences predicted by the typologies and open

the way to further investigations.
Cond

FCl/Modal \NPI/Neg Cond
PPI I><><1
API

PPI
AP

FCl/ Modal

Greek Italian

We conclude by pointing out another potential advantage of CTL analysis which
could be explored in further research, namely it helps establish dependency be-
tween linguistic phenomena and linguistic theories. In particular, our search for
the right lexical type assignments suggests a possible connection between non-
verdicality and (°.,.), and veridicality and (0¥, ©). Due to the close relation
between (non-)veridical contexts and the (anti-)
the proposed account sheds light on a connections between the operators 1, |
introduced in dynamic Montague grammar (DMG) and the unary operators of
NL(©,-). If an expression is in the scope of °(-%) (and (°)°) it is closed; if it is
in the scope of O¥¢. anaphoric links are allowed. Which translated into DMG
terms means that 0+< corresponds to T where 1 ¢ =47 \p.(¢ A Vp) and °(.9)
(and (°)°) to | where | 4 =des (" true).
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troduction Quantified Hybrid Logic (QHL) is an extensior'l of first-order
e 1 logic in which the modal component is augmented with names _for
g binders over states, and a mechanism for asserting that a proposition
g t a particular state (by ‘state’ we mean ‘world’ or ‘time’ or ‘location’ or
i aelzr il‘z is that the elements of the Kripke model are meant to be). Recent
Whiate"c/al work has shown that the added machinery of state reference solyes
e l’? 1of the notorious problems (such as incompleteness and interpolatlon
g?li’re) that have haunted first-order modal logic since its conceptlon,tia(,)rrlli
solves them in a general way (see [2]). Moreover, no mgtter v&{hat assumpdures
;)n the first-order domains are made, comlilet.te a(n:iy{tg]c) tableaux proce

i 1sed to compute interpolants (s . .
eXlsgtfchha;g;rtl.iE: rlesult.s are a good indication that QHL is Well—de51gn§d, and
in particular that there is a good fit between'ifcs syntax aI}lld semantltcis‘;e Ior;
this paper we argue that QHL is also well-mot'mated frorp the ptgrspeﬁ Ive o
natural language semantics. We do so by looking at the interaction o '

1 reference, and quantification. ’ .

t‘em"llzl(izalwrork presented here is a stepping st}one on the way ftq our 1t11t111
mate goal: the creation of a higher-order .hybrld language, satis yllnig cer :.le
technical criteria, that can handle a significant portion of natural languag
semantics. We briefly discuss this goal at the end of the paper.

Quantified Hybrid logic To make a langua.g.e. of QHL,. take a af}lrs;-ordeli
modal logic, and add a set NOM of new prop081thnal variables ¢ . el T'w?n
inals, and also modal operators @; and binders 11 for every noznlilig zt .
this paper we assume we have carried out<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>